THE LOCI OF REPEATED EVOLUTION: A CATALOG OF GENETIC HOTSPOTS OF PHENOTYPIC VARIATION
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What is the nature of the genetic changes underlying phenotypic evolution? We have catalogued 1008 alleles described in the literature that cause phenotypic differences among animals, plants, and yeasts. Surprisingly, evolution of similar traits in distinct lineages often involves mutations in the same gene (“gene reuse”). This compilation yields three important qualitative implications about repeated evolution. First, the apparent evolution of similar traits by gene reuse can be traced back to two alternatives, either several independent causative mutations or a single original mutational event followed by sorting processes. Second, hotspots of evolution—defined as the repeated occurrence of de novo mutations at orthologous loci and causing similar phenotypic variation—are omnipresent in the literature with more than 100 examples covering various levels of analysis, including numerous gain-of-function events. Finally, several alleles of large effect have been shown to result from the aggregation of multiple small-effect mutations at the same hotspot locus, thus reconciling micromutationist theories of adaptation with the empirical observation of large-effect variants. Although data heterogeneity and experimental biases prevented us from extracting quantitative trends, our synthesis highlights the existence of genetic paths of least resistance leading to viable evolutionary change.
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On the one hand, we can point to a rich and formidable body of mathematical theory on phenotypic evolution, built largely on an infinitesimal foundation. On the other hand, we can point to a large and growing body of data on the genetic basis of adaptation. The problem, of course, is that the formidable theory says little or nothing about the formidable data. (H.A. Orr 2005)

Mutations are the nuts and bolts of evolution. Indeed, sequence modifications generate the heritable phenotypic variation upon which drift and selection can act, leading to the idea that mutations themselves are a primary force of evolution (Nei 2007). The “Quantitative Trait Gene” (QTG) program aims at identifying the genes and the mutations responsible for phenotypic variation between individuals, populations, and species—the so-called “Loci of Evolution” (Stern and Orgogozo 2008). Although this dataset is biased toward large effect variants and may thus be inappropriate to infer general statements about the mechanisms of evolution (Rockman 2011), we believe that shifts in concepts and questions might bypass these biases and lead to general and profound discoveries about the causes of phenotypic variation.

Important insights may come from work on repeated evolution, the independent evolution of similar features in two lineages. It is widely accepted that evolution produces similar phenotypic outcomes at many biological levels (McGhee 2011), suggesting that nature often “repeats itself” due to internal and external constraints on change (Brakefield 2006; Losos 2011; Wake et al.
From the QTG program emerged the surprising finding that certain genes have repeatedly been major components of phenotypic variation of similar traits (Wood et al. 2005; Gompel and Prud’homme 2009; Kopp 2009), qualifying as genetic hotspots of phenotypic variation (Richardson and Brakefield 2003; McGregor et al. 2007; Papa et al. 2008; Stern and Orgogozo 2009) or as examples of gene reuse (Conte et al. 2012). However, these terms have been lacking a rigorous conceptualization.

To better comprehend the concept of hotspots, we updated and compiled from the literature an extensive catalog of evolutionarily relevant allelic variants. The data are publicly available (Martin and Orgogozo 2013), and we refer to its previous version (Stern and Orgogozo 2008) and to the Supplementary Notes of this article for information on its conception, structure, and caveats. Overall, our qualitative survey of the known Loci of Evolution uncovers several emerging patterns in the genetic basis of repeated evolution.

Part 1. Five Cases of Apparent Gene Reuse

The replicated identification of a gene as underlying repeated phenotypic evolution has been dubbed “gene reuse” (Conte et al. 2012). In this section, we decompose gene reuse into different mechanisms, based on whether repetition is on the propagation or on the generation of variation itself.

Reversion to the Ancestral State

An effect of repeated evolution can occur when a new phenotype evolved once and has subsequently been reverted to the ancestral state in a subset of the radiating branches in the phylogenetic tree (Fig. 1A). It is essential to stress that reversions produce a dual effect of repeated evolution, whether one considers the phenotypic level or the genotypic level. On the phenotypic side, the derived non-reverted traits may appear as independent repetitions although they are not (green boxes in Fig. 1A). On the genotypic side, in the case of gene reuse underlying a return to the ancestral phenotypic state, the “reverted” lineage harbors repeated mutations at the same locus (orange box in Fig. 1A, as in Fig. 1E). In the strict sense, reversions are different from trait losses, which do not always lead to ancestral phenotypic states (e.g., body hair loss in humans; Porter and Crandall 2003). Cases of phenotypic reversions whose underlying mutations have been narrowed down to a single gene are scarce. Production of diene courtship pheromones by both sexes in Drosophila takahashi evolved from a dimorphic diene-producing ancestor by a secondary reversion mutation in the cis-regulatory region of desatF, rather than from the direct inheritance of an ancestral monomorphic state (Shirangi et al. 2009). Reverse mutations have been observed in the photoreceptors of several fish lineages that have undergone multiple colonization events between bright- and dim-light environments, underlying adaptations to different water depths (Yokoyama et al. 2008; Nagai et al. 2011; Hofmann et al. 2012). Finally, gene “death and resurrection” (Bekpen et al. 2009) and “birth and death” (Malfavon-Borja et al. 2013) can also be seen as forms of reversion.

Reversions illustrate the need to treat the genotypic and phenotypic levels separately, as repetition is not in the lineages that first appear as “repeated.” We explore below how this important distinction between levels enlightens fundamentally different modes of repetition.

Sorting of Ancestral Polymorphisms

An effect of repeated phenotypic evolution can emerge from the spread in independent populations of alleles that exist as standing genetic variation in the ancestral population (Barrett and Schluter 2008; Fig. 1B). This is well illustrated by the repeated fixation of variants of the EDA gene that confer a reduction of armor plates in stickleback fishes (Colosimo et al. 2005). These alleles are associated with adaptations to recent and worldwide colonization events into freshwater environments, and also exist in the marine populations at cryptic levels under the form of recessive low-frequency variants. Armor plate reduction has thus occurred countless times in various lakes, but sequencing of the EDA locus in many freshwater populations pinpoints a single origin of the causative allele (Jones et al. 2012).

An equivalent phenomenon can be observed in absence of contemporary gene flow, when ancestral polymorphisms have been maintained during past speciation events (Avise and Robinson 2008; Fig. 1B). Known examples of incomplete lineage sorting of adaptive significance mostly include alleles under long-term balancing selection such as in plant / plant pathogen recognition systems (Stahl et al. 1999; Rose et al. 2007; Horger et al. 2012), major histocompatibility complexes in mammals (Edwards et al. 1997; Loisel et al. 2006), AB-blood type defining enzymes and viral response factors in primates (Newman et al. 2006; Ferrer-Admetlla et al. 2009; Segurel et al. 2012), photoreceptors sustaining color vision in New World monkeys (Hunt et al. 1998), and self-incompatibility genes in plants and fungi (Wu et al. 1998; Schierup et al. 2001; Charlesworth et al. 2006; Igic et al. 2006). The recent development of methods dedicated to the detection of ancestral polymorphisms should yield to better estimates of the frequency of this phenomenon (Scally et al. 2012; Segurel et al. 2012).

Lateral Transfer

Another scenario of repeated phenotypic evolution by gene reuse concerns the introgression of causative alleles from a lineage to another in spite of barriers to gene flow (Fig. 1C). Such “lateral
Figure 1. Five cases of apparent repeated evolution by gene reuse. The discontinuous distribution of a character state on a phylogeny gives an effect of repeated evolution, including when this character state has appeared only once. Specifically, phenotypic reversions (A), propagations of ancestral polymorphisms (B, “adaptation from standing genetic variation” at the intraspecific level and “incomplete lineage sorting” at the interspecific level), and lateral transfers (C, introgression resulting from hybridization or vector-mediated horizontal transfer) generate contemporary effects of repetition of the derived phenotypes, even though these derived states originate from a single mutational event. In contrast, the concept of hotspot (D and E) involves at least two independent mutations, either at orthologous loci between lineages (interlineage hotspot, D) or at the same locus within a lineage (intralineage hotspot, E).

transfers” (in the broad sense) can notably occur between interfertile species by hybridization, followed by generations of backcrosses in one species (Mallet 2005). For instance, in European populations of the house mouse Mus musculus, adaptive coding changes of the gene vkorc1 that provide resistance to rodent poisons have been inherited by introgression of a derived, resistant allele from a partially sympatric species, the Algerian mouse Mus spretus (Song et al. 2011). In other words, poison resistance in two mouse species shares the same original mutational events: the resistant haplotype appeared once and then spread through introgression (Fig. 1C). The evolution of ray floret petals in Senecio vulgaris flowers (Kim et al. 2008), or the spread of melanism in coyotes and wolves due to admixture with domestic dogs (Anderson et al. 2009) are examples of introgression by recent contact between a wild species and its domesticated counterpart. Introgression also occurred by man-made hybridization between domesticated strains and thus facilitated the rapid transfer of traits of agricultural importance, as observed for genes that determine skin color in chickens (Eriksson et al. 2008), gustative quality in rice (Kovach et al. 2009), and resistance to mildew in barley (Piffanelli et al. 2004). Introgression of adaptive alleles may also shape patterns of convergence across multiple phylogenetic levels within complex radiations, and at least partially explains the phylogenetically scattered occurrence of red patterns in mimetic Heliconius butterflies (Hines et al. 2011; Pardo-Diaz et al. 2012; The Heliconius Genome Consortium 2012), as well as the repeated evolution of C4-type photosynthesis in the Alloteropsis grass lineage (Christin et al. 2012).

Horizontal gene transfers are a second mode of lateral transfer that does not involve hybridization between sibling species.
HOTSPOTS AND THE INDEPENDENT ORIGIN OF DERIVED VARIANTS

Ultimately, ancestral polymorphisms (adaptation from standing genetic variation; incomplete lineage sorting) and lateral transfers (introgression by secondary hybridization; gene transfer between distant species) rely on distinct allele histories (Fig. 1A–C), but result in the characteristic effects of hemiplasies where “the responsible lineage sorting processes have homoplasys-like consequences despite the fact that the character states themselves (i.e., the causative alleles) are genuinely homologous and apomorphic” (Avise and Robinson 2008). Most of these cases come from studies of the past 5 years, suggesting that hemiplasies may have a larger contribution to the pool of known evolutionarily relevant alleles than previously appreciated.

Loci that spread to distant lineages via lateral transfer or fixation of ancestral polymorphism (Fig. 1B,C) could certainly be considered as hotspots of evolution that inform us about how fit these variants are, but it is debatable whether they are genuine repetition (was a given trait “invented” twice?) or a genetic form of plagiarism. For instance, most biologists would agree that the molecular machinery that underlies carotenoid biosynthesis in aphids is not in itself a phenotypic novelty, as it was directly inherited from fungi (Moran and Jarvik 2010). For this reason we propose a definition of hotspots that restricts repetition to the independent appearance of causal mutations (Fig. 1D,E) rather than including the repeated propagation of existing variants (Fig. 1B,C). The exclusion of lateral transfers and ancestral polymorphisms also makes the hotspot definition more practical because the current literature usually does not allow to infer whether allele identity within a species reflects gene reuse or direct lineage descent.

We thus define the phenomenon of genetic hotspot of variation (thereafter abbreviated as hotspot), as the repeated occurrence of de novo mutations at orthologous loci and directly causing similar phenotypic variations. Repeated de novo mutations can occur at the same locus either in distinct lineages (interlineage hotspot, Fig. 1D) or within a single lineage (intralineage hotspot, Fig. 1E). Although the term “parallel evolution” is contentious due to contradictory usages and definitions (Arendt and Reznick 2008; Scotland 2011; Pearce 2012), interlineage hotspots are smoking guns of parallel evolution sensu Scotland (2011), where parallelisms are assimilated as homoplasies at the genotypic level. The criteria “orthologous loci” and “similar phenotypic variations” are discussed further below (end of Part 2). Next we qualitatively assess the body of experimental evidence for hotspots.

Part 2. Interlineage Hotspots are Found at Multiple Levels

An interesting property of the hotspot definition is that interlineage hotspots (Fig. 1D) can be detected as genes appearing several times in the Loci of Evolution catalog (Martin and Orgogozo 2013). In a second time, a variety of arguments such as phylogenetic distance, the identification of distinct causative mutations, and mapping studies with a multiple cross design allows to positively identify cases of hotspots based on de novo mutations (i.e., genes with several, distinct causative alleles). We detected 111 hotspot genes that have repeatedly caused the evolution of similar traits in independent lineages (Supporting Information). A total of 35.4% of the alleles (357 / 1008) were assigned to a gene based on linkage mapping for at least two independent evolutionary events. This number is probably inflated by ascertainment biases, as few rediscoveries are completely independent from a first discovery, even for linkage mapping studies. Nevertheless, this important level of replication in the dataset must reflect a propensity of certain genes to repeatedly underlie phenotypic variation. Genetic hotspots are found at multiple levels of analysis that we examine in this section.

Hotspots are Found at Various Genetic Resolutions

REPEATED EVOLUTION OF THE SAME AMINO ACIDS IN PROTEINS THAT INTERACT WITH ENVIRONMENTAL FACTORS

A striking feature that emerges from the evolutionary genetics literature is the existence of numerous cases of extreme hotspots, where identical amino acid changes have independently evolved in separate lineages (Wood et al. 2005; Christin et al. 2010).

Certain specialized effector genes encode proteins such as gas transporters, sensory proteins, and targets of xenobiotics that directly interact with extrinsic variables at the molecular level. It is intuitive that such highly specialized, environmental sensing genes are repeatedly the target of directional selection during adaptation to novel conditions. Resistance to xenobiotics has sometimes evolved independently via identical amino acid substitutions in single residues of a small set of genes (Table S2). In particular, the repeated appearances of insecticide resistance illustrate the rapidity of evolutionary change in
response to anthropogenic perturbations, and highlight a restricted adaptive landscape of accessible mutations. This is confirmed by short-term experimental evolution studies in yeast lines: resistance to a fungicide has evolved in 33 out of 35 cases by single mutations in the hotspot genes ERG3 and ERG6 (Gerstein et al. 2012) of which 4 are amino acid substitutions that appeared in multiple lines (Table S2). Of note, molecular convergence at the amino acid level is also widespread among drug-resistant malaria parasites and bacteria (e.g., Toprak et al. 2011; Manske et al. 2012).

Sensory specializations to similar environments also display many cases of extreme parallelism. For instance, analogous amino acid substitutions are found in the high-frequency hearing proteins of echolocating mammals (Davies et al. 2012aa; Shen et al. 2012), in vision-related opsins (Davies et al. 2012bb; Martin and Orgogozo 2013), and in hemoglobins (Perutz 1983; McCracken et al. 2009; Martin and Orgogozo 2013). The presence of such tuning sites, each displaying evolutionarily “hot” amino acid substitutions, unravels a limited number of effective mutations in these proteins where the structure–function relationship is relatively well understood.

In the current list of Loci of Evolution, independent evolution of the same amino acid was reported mostly in proteins that molecularly interact with environmental factors. Possible exceptions consist of the several key amino acid changes involved in the parallel evolution of the C4-photosynthetic pathway in grasses (Christin et al. 2007), and the Glu92Lys mutation in the constitutively active forms of the melanocortin receptor (Mc1R), which results in melanin forms of bananas, chicks, and mice (Theron et al. 2001). Another example of interest was captured during the experimental adaptation of yeast clones to low-glucose growth conditions, where three independent lines underwent an evolutionary reversion (Asp30Gly) in Mkt1, converting a derived laboratory allele to a wild-type state (Anderson et al. 2010; Parreira et al. 2011). This case of extreme parallelism, in accordance with experimental evolution work in prokaryotes (Tenaillon et al. 2012), thus suggests that at least a fraction of the mutational trajectories that underlie the evolution of complex traits may be predictable at the nucleotide level.

Overall, the repeated evolution of specific amino acid residues are one of the best illustrations of the constraints that structure the protein adaptive landscape, with a finite number of substitutions allowing a functional and viable effect on the phenotype.

**HOTSPOTS AT WIDER GENETIC RESOLUTIONS**

Our hotspot definition is restricted to independent genetic variation at orthologous genes and applies to various genetic resolutions, from orthologous nucleotides or codons, to orthologous subgenetic regions (such as protein domains and cis-regulatory regions), to orthologous genes (Fig. 2). We did not include in hotspots cases of unlinked paralogues or different components of the same pathway, even though their insights into genotype-to-phenotype relationships must be appreciated equally.

**Hotspots Span Various Phylogenetic Distances**

**HOTSPOTS OF EXPERIMENTAL EVOLUTION**

Experimental evolution imposes controlled selective pressures during extremely short timescales. Genomic scans of experimentally evolved lines have uncovered unexpected patterns of repeated evolution between replicates. For instance, after selection of five yeast clones for growth in low-glucose conditions, three lines evolved null-alleles of the transcription repressor MTH1, and the two other lines evolved amplification of the glucose transporters HXT6/7, revealing two mutually exclusive but repeatable routes for adaptation to low-glucose conditions (Kvitek and Sherlock 2011). In another study comparing responses to limitations to various nutrients, five lines out of nine adapted to low-glucose conditions via amplification of HXT6/7, 15 out of 16 adapted to low-sulfate by amplification of the sulfate transporter SUL1, and two out of eight lines adapted to low-phosphate by structural variation at the PHO5 gene (Gresham et al. 2008). The study of experimental evolution, particularly when starting from identical individuals (which removes standing genetic variation), thus offers an interesting proxy to understand mutational landscapes of adaptation, and already uncovers surprising patterns of repeatability within extremely short timescales.

**HOTSPOTS OF DOMESTICATION IN PLANTS AND ANIMALS**

The study of the genetic basis of quantitative traits has traditionally focused on agricultural traits, revealing the malleability of phenotypes over relatively short timescales. Entries related to domestication QTGs in plants and animals constitute a third of the total dataset (Table S1). Domestication QTGs are extremely useful for addressing the repeatability of evolution, because they correspond to replicated experiments where the same traits have been selected in diverse plants (grain properties, color, resistance to abiotic stress, flowering time) and animals (coat color, meat, or milk yield). Domestication hotspot genes cover an unexpectedly wide range of species and traits (Tables S3 and S4), suggesting that the domestication process may have largely recruited variation at the same genes in different species. Of note, new genome-wide methods of genotype–phenotype associations have started to provide a comparative template for the study of repeated evolution. In a genome scan of selection conducted on 74 worldwide breeds of sheep (Kijas et al. 2012), 8 of the top 31 genomic regions that showed a significant signature of differentiation contain candidate
genes that were previously identified as domestication genes in other species. Genome scans on selected lines will greatly benefit from increased resolution, replication, and sample sizes. It will be interesting to see if such approaches confirm the existence of a small toolkit of domestication genes (as seen in Tables S3 and S4), potentially overlapping with hotspots of adaptation in the wild.

HOTSPOTS ACROSS LONG DISTANCES AND AT THE LIMITS OF PHENOTYPIC SIMILARITY

At the other extreme of the evolutionary timescale, hotspots can also span very long phylogenetic distances (Fig. 2). This is the case of melanin biosynthetic pathway genes such as OCA2, MCIR, and KITLG that are determinants of pigmentation differences between population of both humans and fishes (Table S4), or of an amino acid substitution in the Nav1.4 sodium channel that independently evolved in mollusks and vertebrates (Table S2). The Drosophila gene foraging and its nematode orthologue egl-4 not only provide an example of hotspot across a long phylogenetic distance, but are also rare examples of natural variation underlying behavioral traits (Martin and Orgogozo 2013). Natural cis-regulatory alleles of foraging determine food-search activity in flies (Osborne et al. 1997; Mery et al. 2007). Strikingly, natural variation at the egl-4 locus in the nematode Pristionchus pacificus also affects food-search behavior: these organisms are facultative parasites of beetles, and the egl-4 variants influence host species preference based on pheromone cues (Hong et al. 2008). Whether “food-search behavior” represents a legitimate phenotypic similarity is debatable, but it is also plausible that for/egl-4 has been at the core of a genetic module involved in similar traits before the fly / worm split.

Furthermore, cis-regulatory variation in lin-48 and its orthologue ovo/shavenbaby (ovo/svb) is linked to evolution of excretory duct position in nematodes and larval cuticle patterning in flies, respectively (Sucena et al. 2003; Wang and Chamberlin 2004; Frankel et al. 2012). At an even more dramatic phylogenetic distance, artificial selection for oil content and milk yield during domestication of maize and dairy cattle both reflect single amino acid changes in a type I acyl-CoA : diacylglycerol acyltransferase (DGAT1) enzyme (Grisart et al. 2004; Zheng et al. 2008). The lin-48/ovo-svb and cattle DGAT1 / maize DGAT1 genes show clear orthology in each case (Wang and Chamberlin 2004; Turchetto-Zolet et al. 2011), and they may be considered to underlie similar trait phenotypic variations if our trait definition moves from observable levels (“excretory duct position” vs. “cuticle patterning”; “oil content” vs. “milk yield”) toward molecular or developmental mechanisms (variations in “epithelial patterning” and “lipid biosynthesis†”). Whether or not these examples are treated as hotspots, they provide a potential reflection on how to categorize phenotypes.

In conclusion, our compilation of existing data shows that hotspots exist at many levels: from orthologous nucleotides to
genetic pathways, and from individuals of the same population to distantly related species (Fig. 2).

**Hotspots Can Involve Loss-of-Function or Gain-of-Function Mutations**

**CODING LOSSES-OF-FUNCTION AS HOTSPOTS FOR RAPID ADAPTATION**

Stop, frameshift, and certain missense mutations, as well as the deletion of coding sequences or entire genes, tend to eliminate protein production and activity. Here again, cases of genetic replication illustrate how coding mutations of large effect can provide selective advantages in a given environment (Table S5). This is exemplified by the widespread evolution of rapid cycling in the wild plant model species *Arabidopsis thaliana*: whereas five genetically defined pathways control the timing of flowering (Srikanth and Schmid 2011), wild-populations of *A. thaliana* have repeatedly taken the same two genetic paths—null mutations in *FRI* or *FLC* (Table S5)—to accelerate their life cycle, a strategy that provides a selective advantage apparently sufficient to overcome the possible deleterious effects of these null alleles.

Such opportunistic and replicated use of knockout mutations in specific environments is well illustrated by cases of responses to extreme selective pressure. For instance, several mutations in the red blood cell enzyme G6PD confer resistance to malaria and show strong signatures of positive selection in spite of causing human pathologies (Tishkoff et al. 2001; Louicharoen et al. 2009; Timmann et al. 2012). Alternatively, loss-of-function may simply be viable when a novel environment abrogates the necessity for a gene, as seen in the independent loss-of-function alleles of the *Oca2* and *MclR* pigmentation genes in subterranean populations of cavefish (Protas et al. 2006; Gross et al. 2009).

Although mutations that impair gene function are common, it is reasonable to see them as rather short-term solutions to special environmental conditions.

**CIS-REGULATORY ALTERATIONS ARE HOTSPOTS FOR TISSUE-SPECIFIC TRAIT LOSS**

The cases of coding loss-of-function mutations mentioned earlier concern genes of relatively low phenotypic pleiotropy, meaning that their inactivation affects a small number of biological structures and processes. A corollary is that the more pleiotropic a gene is, the less likely it is to yield a viable phenotype when inactivated, except perhaps when existing in multiple and functionally redundant copies. It is thus worth mentioning here that regulators of morphogenesis, in spite of being generally more pleiotropic than genes that affect physiological traits (Liao et al. 2010), can in some cases bear large deletions in the wild. However, these are typically restricted to regulatory regions that direct tissue-specific expression, resulting in local loss-of-functions without known pleiotropic effects, consistent with previous arguments on the importance of *cis*-regulatory evolution (Stern and Orgogozo 2008). For example, the repeated loss of pelvic spines in distant populations of freshwater sticklebacks has involved independent deletions of a pelvic-specific regulatory region of the *pitx1* gene in the last 10,000 years (Chan et al. 2010); loss of abdominal pigmentation in the young *Drosophila santomea* lineage is explained by three different loss-of-function mutations in an enhancer of the *tan* locus (Jeong et al. 2008; Rebeiz et al. 2009b); and adaptations to saline soils in *Arabidopsis* coastal populations involves small deletions in the promoter of the sodium transporter *AtHKT1*, that evolved independently in Japan and Europe, and in each case reduce gene expression in roots (Rus et al. 2006).

Overall, we can deduce from these empirical findings that gene inactivations, be they of coding or *cis*-regulatory nature, are genuine components of the mutational landscape that can yield adaptive responses in the wild. When reaching fixation in a species, null and hypomorphic alleles result in removal of genetic information, which can restrict their evolutionary potential (Zufall and Rausher 2004). Phenotypic losses may be reversed in the presence of low-frequency or introgressing functional alleles, as proposed in the reversed evolution of low-plated stickleback fishes in answer to recent shifts in predation regime in an urban freshwater environment (Kitano et al. 2008). In such cases, null and hypomorphic alleles can simply be seen as large effect switches that transiently contribute to evolutionary changes. Permanent losses of functionally important genes can alternatively be maintained over long evolutionary timescales. For example, insects lost the ability to synthesize cholesterol through independent losses of several genes of the cholesterol biosynthetic pathway (Clayton 1964; Vinci et al. 2008). Although these gene losses created a complete metabolic dependence toward dietary sterols, which could be detrimental in the long term, insects represent more than half of all known living animal species.

**HOTSPOTS OF CONSTRUCTIVE EVOLUTION**

Clearly evolution does not always occur by removing bits of information. We consider here as constructive evolution the mutations that result in an increase in complexity (this includes the gain of an interaction with a trait inhibitor, resulting in an apparent loss-of-function).

Whole-gene duplications are an obvious way to add information at the sequence level, and such changes create redundancy that can become a template for repeated phenotypic evolution (Rohner et al. 2009).

Gene copy number variation within and between species can also result in increases in gene dosage of adaptive relevance, as illustrated by repeated amplification of the metal transporters...
MTP1, HMA3, and HMA4 in plants tolerant to contaminated soils (Hanikenne et al. 2008; Ueno et al. 2011; Shahzad et al. 2012), or of the amylase1 gene in humans in association with starch-rich diets (Perry et al. 2007). This mechanism can sustain rapid adaptive bouts, as seen in populations of Culex mosquitoes where multiple amplifications of the esterase B1 genes have evolved in response to the recent use of organophosphorous insecticides (Guillemaud et al. 1999). Additionally, gain-of-function alleles can result from coding changes that confer increased affinity of a protein to another molecule. This is the case of the esterase E3 enzymes, which instead of acquiring resistance to organophosphorous compounds via copy increase, resulted in similar insecticide-catalytic properties via the same amino acid change that appeared independently in three fly species (Table S2; Hartley et al. 2006). Interestingly, both modes of quantitative increase in genetic activity are visible in the parasitic yeast Candida albicans: drug-resistant strains independently evolved via both gene amplification and gain-of-function coding mutations of the transcription factor TAC1 (Coste et al. 2007).

HOTSPOTS OF TISSUE-SPECIFIC NOVELTIES BY CIS-REGULATORY TINKERING

As already discussed, coding and copy number variations can be constrained by their pleiotropic effects, whereas cis-regulatory mutations have the potential to modulate gene expression in specific tissue types and developmental stages, providing precision and flexibility to phenotypic change. We know that a few nucleotide changes can suffice to create novel, albeit complex enhancer activities (Eichenlaub and Ettwiller 2011). Regardless of whether these mutations have a quantitative, qualitative, negative or positive effect on transcription, mutations that increase the number or stability of molecular interactions of a given cis-element with trans-regulatory factors can be regarded as “constructive,” in the sense that they increase the complexity of the regulatory mechanism. For instance, cases where small deletions actually result in novel binding sites (Shirangi et al. 2009) or where a loss of expression is due to the novel binding of an inhibitor of transcription are examples of constructive evolution.

A few cases are known where derived phenotypes arose from single cis-regulatory changes. The evolution of lactase persistence in humans is perhaps the best illustration of not only how a novel trait can arise from a noncoding mutation, but also of adaptive evolution that recidivates, pinpointing strong biases in the genomic loci that can yield to adaptive variation. Lactase persistence, the ability to consume milk during adult life, has independently evolved in pastoral cultures of Europe and Sub-Saharan Africa less than 8,000 years ago (Tishkoff et al. 2006; Dunne et al. 2012). A single European allele and three alleles of Sub-Saharan origin each arose independently through a single mutation within a 100-bp wide long-range enhancer of the gene encoding the lactase enzyme that cleaves lactose (Enattah et al. 2002; Tishkoff et al. 2006). These single base-pair substitutions all individually increase in vitro gene expression and trans-regulatory factor affinity compared to the ancestral haplotypes, and correlate with increases in lactase activity in adults (Lewinsky et al. 2005; Tishkoff et al. 2006). The lactase enhancer is thus a genuine hotspot of “gain-of-function” evolution in modern humans over short evolutionary scales.

In conclusion, hotspots include cases of both constructive evolution and losses, and cover many types of mutations (coding, structural, and cis-regulatory).

Part 3. Intralineage Hotspots Form Large-Effect QTGs

LARGE-EFFECT ALLELES AS THE LOW-HANGING FRUITS OF THE QTG PROGRAM

The QTG approach has been condemned because it has an inescapable bias toward large-effect QTGs as a consequence of top-down approaches, which fairly survey the entire genome, but can only pick up the low-hanging fruits with largest phenotypic effects (Rockman 2011). Even though great advances are still to come in mapping techniques, there will always be a bias toward large-effect QTGs because identification of the refractory small-effect QTGs requires an incomparable amount of genotyping and phenotyping efforts. As a matter of fact, virtually all QTGs listed here have rather large phenotypic effects (Martin and Orgogozo 2013). However, this bias might not be as problematic as it seems. Indeed, recent QTG empirical data clarify the nature of large-effect alleles, and argue that alleles of large phenotypic effects are not necessarily the result of large-effect mutations. A recent review article compares the race for QTG identification to a Gold Rush: large-effect alleles can be compared to golden nuggets that are immediately visible to the prospector, whereas low-grade ore (small-effect alleles) remains undetectable (Rockman 2011). But as we will see next, this metaphor can be pushed further: actual golden nuggets, rather than spontaneously forming large chunks of metal, are made of smaller particles that gradually agglomerate by thermal or mechanical accretion in a water stream (Hough et al. 2007).

COMPLEX ALLELES ARE CLUSTERS OF TIGHTLY LINKED VARIANTS

Large effects due to a single locus may be due to multiple associated polymorphisms (or sequential fixations in isolated populations) rather than independent mutations of large effect.


A complex allele results from several mutations underlying phenotypic variation that accumulate in the same gene. It is
thus similar to the hotspot concept, with the difference that here replication occurs within a single lineage (Fig. 1E). This idea is not new. Early studies of the genetic architecture of alcohol dehydrogenase (Adh) activity in Drosophila already pinpointed that at least three mutations contribute to variation in Adh protein levels (Stam and Laurie 1996), and recent analyses have since confirmed that gene expression levels are often shaped by the combined effects of multiple sites (e.g., Tao et al. 2006). We examine below how the evidence for this phenomenon has extended to phenotypes above the molecular level.

**PHENOTYPIC SYNERGY BETWEEN MULTIPLE CODING SITES DURING PROTEIN EVOLUTION**

Detectable shifts in protein function are not always reducible to single mutations, in which cases they can be considered as examples of intralineage hotspots (Fig. 1E). Photoreceptor evolution provides canonical examples of such colocализed changes. For instance, rhodopsin from deepwater loosejaw fishes shows a light wavelength absorbance shift of +40 nm that confers sensitivity to the red bioluminescence of their own forehead “lantern” (O’Day and Fernandez 1974), and at least six amino acid substitutions at effective spectral tuning residues explain this red shift (Yokoyama et al. 2008). Similar studies that measure phenotypes “substitution by substitution” have also uncovered synergistic effects where the phenotype of combined point mutations is more than the sum of their individual effects. To illustrate this principle, point mutations of the hotspot tuning sites 86 and 93 of the vertebrate violet/UV-sensitive opsin SWS1 show individual infinitesimal shifts of 2 and 0 nm, but trigger a 25-nm shift when combined (Takahashi and Yokoyama 2005). Combinations of certain other mutations are strictly additive, rather than synergistic. Yet, we now begin to see how individual mutations can have small effects, although their association can result in large, synergistic effects. In other cases known as examples of “compensatory” evolution, a phenotypically silent mutation can influence the effect of an other mutation within the same protein, for instance counteracting its deleterious effects (Campbell et al. 2010). In summary, our current knowledge of protein evolution argues in favor of synergistic models in which individual mutations of small-effects generate large-effects when clustered together.

**COMPLEX CIS-REGULATORY VARIATION SHAPES NOVEL GENE EXPRESSION DOMAINS**

Most of the evo-devo literature reports divergent gene expression patterns associated with phenotypic changes. Such spatial (heterotopies) or temporal (heterochronies) shifts in gene expression are caused either by cis-regulatory mutations in the gene of interest or by coding or cis-regulatory changes in an upstream regulator gene. Recent data suggest that subtle changes in gene expression patterns evolve through the accumulation of several fine-tuning mutations in the same cis-regulatory elements (Wittkopp and Kalay 2011). For instance, at least two mutations in the noncoding region HACNS1 in humans appear to be responsible for a novel expression pattern in developing limbs (Prabhakar et al. 2008). In Drosophila santomea, the gene Nep1 evolved a novel optic lobe expression domain in less than 500,000 years through four mutations within a 923-bp cis-regulatory element, and they are all necessary to produce this novel expression pattern (Rebeiz et al. 2011).

**COMPLEX CIS-REGULATORY VARIATION SHAPES TISSUE-SPECIFIC PHENOTYPIC VARIATION**

Although the phenotypic effects of the HACNS1- and Nep1-derived variants remain unclear, these studies inform us that other cis-regulatory variants may have emerged from several mutations, in particular when the derived phenotypes are linked to spatial shifts in gene expression (for examples of known adaptive relevance, see Mery et al. 2007; Wittkopp et al. 2009; Manceau et al. 2011; Reed et al. 2011; Roberts et al. 2011; Martin et al. 2012). A few studies have narrowed derived gene expression activities to distinct regions of the same genes (Wang and Chamberlin 2004; Bickel et al. 2011; Loehlin and Werren 2012), but they do not reach sufficient resolution to test the effects of individual mutations.

This caveat was overridden in a study that deciphered the respective effects of point mutations that collectively contribute to the loss of larval trichomes in Drosophila sechellia (Frankel et al. 2011). First, the causative variation responsible for the loss of dorsolateral trichomes was localized to a 500 bp-region, within an enhancer of the aforementioned ovo/svb gene. The same region drives robust ovo/svb expression in the corresponding epidermal cells of Drosophila melanogaster, and the authors identified 13 point mutations in this region that are specific to D. sechellia and could thus account for the “naked” phenotype in this species. Engineering of individual D. sechellia-specific point mutations has minute effects on the number of trichomes in transgenic D. melanogaster larvae, whereas the combined modification of all causative sites results in a dramatic reduction of trichomes. Opposite effects are observed in larvae carrying a D. sechellia enhancer that has been reverse engineered site by site to a D. melanogaster state. This study illustrates how a derived phenotype can arise from the combination of many cis-regulatory micromutations, rather than from a single mutation of large effect. Whether the divergent D. sechellia morphology emerged gradually through the successive appearance and fixation of causing mutations or from the opportunistic recombination of standing genetic variation is unknown, due to limited nucleotide diversity in present populations of D. sechellia.

This question was tackled in a study that dissected the effects of point mutations that segregate in natural populations (Rebeiz et al. 2011).
et al. 2009a). Cis-regulatory variation of the *ebony* melanin synthesis inhibitor accounts for most of the variation in abdominal pigmentation of western African populations of *D. melanogaster* (Rebeiz et al. 2009a). Local differences in pigmentation between high-altitude dark-colored and low-altitude light-colored flies are explained by quantitative differences in *ebony* expression that are under the control of at least five single nucleotide polymorphisms. These five substitutions are clustered in two haplotype blocks, both within an enhancer of about 1 kb that drives abdominal expression, and each block accounts for about half of this enhancer activity in a reporter assay. Interestingly, these two haplotype blocks have different evolutionary histories. One was first assembled from the combination of three ancient mutations, whereas the other arose more recently by de novo mutation. This study illustrates with exquisite details how a complex allele can arise during evolution by both recombination between standing genetic variation and repeated de novo mutations within one locus (Fig. 1E).

**HOTSPOTS AS ACCUMULATORS OF VARIATION**

The repeated occurrence within a gene of independent mutations that cause similar phenotypic changes closely resembles the interlineage hotspot phenomenon described in Part 2 (Fig. 1D). Here, the repetition does not occur in distinct evolutionary branches, but within a single branch, and is thus considered as an intralineage hotspot (Fig. 1E). Importantly, *ebony* is not only involved in intraspecific variation in *D. melanogaster* but is also responsible for both intra- and interspecific variation in another clade of flies (Wittkopp et al. 2009). The *ebony* case thus reveals that intralineage hotspot genes may also be interlineage hotspot genes for the same phenotype. This might also be the case for other interlineage hotspots, where elaborate phenotypic variants are unlikely to be based on a single mutation (e.g., Mery et al. 2007; Manceau et al. 2011; Reed et al. 2011; Martin et al. 2012). In fact the difference between inter- and intralineage hotspots is only a matter of level of observation, because haplotypes undergoing recurrent mutation and recombination are lineages in their own right (Pennings and Hermisson 2006). In any case, the general concept of hotspot ultimately refers to the fact that for a given type of phenotypic change, the relevant genetic variation is often highly localized in the genome.

**Discussion**

**HOW FREQUENT ARE HOTSPOTS? CHALLENGES FOR QUANTITATIVE META-ANALYSES**

The large number of hotspots in the data shows that some of the evolutionarily viable regions of the phenotypic landscape can be reached by genetic changes at a restricted set of loci. Yet the multiple biases in the catalog construction (Supplementary Notes) or in the experimental detection of Locie of Evolution itself (Rockman 2011), together with the heterogeneity in sources and experimental approaches challenge rigorous quantitative hypothesis testing with the present dataset. The “Linkage Mapping” sub-dataset is relatively comprehensive and contains studies that often lack a priori expectations on genetic features, but still carries a strong sampling bias toward certain phenotypic categories and shallow phylogenetic nodes (Table S1). The prevalence of hotspots we observed is also inflated by detection biases toward large-effect alleles (Rockman 2011). Elusive and dispersed small-effect mutations can fine tune phenotypes and collectively explain large fractions of the observed variation but are experimentally masked by linkage with large-effect loci and pervasive epistasis (Huang et al. 2012; Lorenz and Cohen 2012; Zuk et al. 2012). Therefore, one cannot conclude from current results that genetic paths are limited for all types of phenotypic changes. Independent evolution of similar traits has sometimes been shown to occur through mutations in different genes (e.g., Gruber et al. 2007; Aminetzach et al. 2009; Shapiro et al. 2009; Anderson et al. 2010; Roelants et al. 2010; Kvittek and Sherlock 2011; Protas et al. 2011; Green II and Extavour 2012) indicating that large-effect variations are not always caused by the same loci.

Although we encourage future quantitative meta-analysis over all the Loci of Evolution, we urge that this must be done with caution. A reasonable alternative may reside in the extraction of datasets restricted to a specific phenotypic class (Streisfeld and Rausher 2011). This “metamodel” approach (Kopp 2009) corrects for data heterogeneity while dealing with more manageable and meaningful variables, and would at least provide a desirable estimate of the proportion of large effect QTLs that are caused by hotspots for a given trait.

**WHAT MAKES A HOTSPOT “Hot”**

It strains one’s faith in the laws of chance to imagine that identical changes should crop out again and again if the possibilities are endless and the probabilities equal.

A.F. Shull (1935)

Interlineage hotspots suggest that even with different genetic backgrounds and population histories, similar evolutionary changes are often caused by mutations at orthologous loci. What intrinsic properties of a given gene make it a path of least resistance for driving phenotypic evolution? Multiple papers recently discussed the various intrinsic properties of a gene that might make it a hotspot for evolution (Papa et al. 2008; Gompel and Prud’homme 2009; Kopp 2009; Stern and Orgogozo 2009). Our purpose is not to summarize them all again here, but to discuss potential avenues of research to gain better insight into this important yet unresolved question.

A first explanation is mutational bias. For instance, complexes of gene clusters as well as repeat-rich regions are prone to
ectopic exchange, explaining the spectacular repeatability of gene amplifications, including within the time frame of experimental evolution studies (Gresham et al. 2008; Kvitek and Sherlock 2011). Colocalized occurrences of narrower mutations testify to mutational biases. For instance, the recurrent deletion of the stickleback “pelvic spine” enhancer of pitx1 correlates with a genomewide hotspot of chromosomal instability (Chan et al. 2010). Similarly, the independent occurrence of three functional gene fusions between the gene CypA and the antiviral factor TRIM5alpha that conferred resistance to retroviruses during primate evolution first defies our imagination (Malfavon-Borja et al. 2013). But in retrospect, the probability for such chimeras to appear might be relatively substantial because CypA exists in multiple copies that bombard the genome by retrotransposition (Zhang et al. 2003).

A second category of explanation deals with the concept of optimal pleiotropy (Kopp 2009), which we interpret as the capacity of a locus to generate variation in a given phenotypic trait without affecting other functions. The problem is different depending on the position of a gene in the differentiation cascade (Stern and Orgogozo 2009). For instance, highly specialized “effector” genes expressed in a limited number of cell types are intuitively major modulators of the relevant phenotypes. After all, it is not surprising that “Metal tolerance” repeatedly maps to genes specialized in metallic ion transport in plants, or that the ability to digest lactose repeatedly maps to a lactose-cleaving enzyme (Martin and Orgogozo 2013). Hence the truism: specialized genes drive the evolution of specialized traits.

Conversely, regulator genes that form a hub in a regulatory network between a series of upstream activators (the input) and a battery of downstream effector genes have been proposed to be hotspot genes, with ovo/svb incarncating the typical hub gene (Stern and Orgogozo 2009; Chanut-Delalande et al. 2012). DNA-binding domain transcription factors form 20.8% (103/494) of the Linkage Mapping entries in our dataset, whereas these genes form only 5.5–7% of the protein coding genes annotated in the human, Drosophila, and Arabidopsis genomes (Guo et al. 2005; Adryan and Teichmann 2006; Lee et al. 2007). Because the “Linkage Mapping” sub-dataset has limited ascertainment biases on gene function, this enrichment suggests that the ability to regulate batteries of downstream target genes is common among hotspot genes. Finally, hotspots of cis-regulatory evolution necessitate complex and modular regulatory regions, which led to the proposal that genes with large intergenic or intronic regions have more potential for cis-regulatory evolution (Knecht et al. 2007). Here again, future investigations including a detailed understanding of mutational biases and regulatory regions should allow more rigorous tests of these hypotheses.

HOTSPOTS RECONCILE MICROMUTATIONISM AND LARGE QTL

[...] the conflicting views of micromutationism and macro-mutationism can actually reflect observations of the same molecular mechanisms at different levels of resolution.

A.P. McGregor et al. (2007)

The Hopeful Monster is dead. Long live the Hotspot!

D.L. Stern (2010)

At first glance, the empirical discovery of large-effect QTLs seems to refute the widely accepted infinitesimal model (Rockman 2011), which stipulates that adaptive evolution involves genetic variants of small phenotypic effect that drive minute steps onto the phenotypic landscape (Orr 2005). In other words, the QTG program seems to have resurrected a mild form of saltationism, where large-effect alleles are assimilated to the molecular underpinnings of impossible “Hopeful Monsters.” However, one can notice here a terminological conundrum where large-effect alleles are assumed to result from large-effect mutations (Akam 1998). In an attempt to justify the existence of discrete variation with gradualism, one of the founders of Neo-Darwinism already proposed that “Hopeful Monsters,” if they exist in nature, “may be due to the accumulation of small gene mutations” (Huxley 1942; Stern 2000), but this intuition has been largely overlooked due to the lack of empirical data.

Recent discoveries of intralineage hotspots illustrate how alleles with large phenotypic effects can actually be aggregates of multiple small-effect mutations that have arisen independently. Hotspots of variation and large-effect alleles composed of multiple micromutations thus resolve the paradox between the theoretical prediction that many mutations of infinitesimal size predominate in evolution, and the empirical finding that few loci of relatively large effects underlie many cases of phenotypic variation in nature (as foreseen in McGregor et al. 2007; Stern 2010). Because they aggregate into large-effect QTGs, small-effect QTNs in intralineage hotspot genes make themselves discernible to current approaches. Even though small-effect QTNs remain high-hanging fruits when dispersed over the genome (Rockman 2011), we can rejoice that the ones underlying large phenotypic changes are within reach. Finally, the finding that multiple mutations underlie large effects revives the need to incorporate this scenario in current theoretical models on the distribution and detection of mutational effects (Pennings and Hermisson 2006; Hermisson and McGregor 2008).

Conclusion

To collect and codify the facts of Variation is, I submit, the first duty of the naturalist. This work should be undertaken if only
to rid our science of that excessive burden of contradictory assumptions by which it is now oppressed. […] The only way in which we may hope to get at the truth is by the organization of systematic experiments in breeding, a class of research that calls perhaps for more patience and more resources than any other form of biological enquiry. Sooner or later such an investigation will be undertaken and then we shall begin to know.

W. Bateson (1894)

The QTG program is nothing else than a modern realization of the vision of William Bateson, who defended a decade before inventing the term “genetics” that the material basis of variation was central for understanding evolution. The empirical approach he envisioned continues to relieve us from the burden of old paradoxes. The data allowed us to derive here three qualitative statements about repeated evolution. First, we delineated five scenarios of repeated evolution and gene re-use by separating their genotypic and phenotypic components (Fig. 1). Second, we found that hotspots cover a wide range of processes and exist at previously unsuspected levels. Third, hotspots broadly testify for a tendency of genetic variation with specific phenotypic effects to cluster in the genome. This is an important step in unifying theory and experimental evidence in evolutionary genetics as it erases former discrepancies between gradualism and saltationism: alleles of large effect can be explained by the accumulation of small effect mutations at hotspot loci.

Now that data are becoming available at an accelerating cadence, it is time to deploy collective efforts in completing and perfecting the list of “Loci of Evolution” as a community resource to continue to gain insights into the genetic basis of evolution.
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