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Abstract

These lecture notes are for graduate students, and introduce to the topic of singularity
formation for some model fluid and reaction-diffusion equations. We describe with details
the simplest example of shocks for a compressible fluid: the Burgers equation, and then
the simplest example of a singularity for an incompressible fluid: the homogeneous and
inviscid Prandtl system. For these two models singularity formation can be understood
via representation formulae. Then, we turn to the parabolic-elliptic Keller-Segel system
describing bacteria motion. We present an explicit singular solution that is backward
self-similar in the mass supercritical case, as well as another singular solution whose
self-similarity is of the second kind in the critical case. We develop some tools that are
commonly used to address the stability of singular solutions in the absence of explicit
representation formulae: renormalisation techniques and spectral analysis.

These are the lecture notes for a mini-course that C. Collot gave at the Chinese
Academy of Sciences in 2023, at the Academy of Mathematical and System Sciences,
Beijing. He thanks warmly the institution and in particular H. Nguyen for the invitation.
The lecture notes were taken by Ruilin Hu and Shumao Wang, whom C. Collot would
like to thank warmly for their work. They are based on the joint works of C. Collot
with Ghoul, Masmoudi and Nguyen, and on the work ﬂgﬂ of Glogi¢ and Schorkhiiber.
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1 Singularity formation for the Burgers equation

This section is taken from [3] where the reader may find additional information. We describe
completely how singularities are formed for the simplest compressible fluid which is Burgers’
equation

O + ul,u = 0,
{ u(0,2) = up(x). (1.1)

1.1 The Cauchy problem for classical solutions

In this subsection we explain how to find solutions by the methods of characteristics. This
allows us to show the existence of C! solutions locally in time, and to find a sharp formula
for their maximal time of existence.

Definition 1.1 Given X € R and uo(X) the characteristics are defined as the solutions to
the ODE
%m = u,
Lu=0, (1.2)
(2(t = 0), ult = 0)) = (X, up(X)).

We remark that the solution to (1.2)) is

{ x(t, X) = X + tup(X),
u(t, X) = uo(X)

Knowing the characteristics is equivalent to knowing the solution. From the above explitic
formula one can obtain an explicit formula for the solution to the Burgers equation.

Theorem 1.2 Let ug € C*(R) with O,ug € L™, and define

T:{oo, if up>0

1
T

Then,
(i) There exists a unique solution u € C1([0,T) x R) to Burgers’ equation (L.1)).

(i) If T < oo, then the solution will be singular at T, in the sense that limy_yp ||Ozu(t)||fe =
00.

Example 1.3 Below are two examples, one of a global solution and the other of a solution
that becomes singular in finite time.
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Proof. Step 1. Ezistence. The map x(¢,-) : R - R, X — z(¢, X) given by characteristics
is bijective, for 0 <t < T. Define X (¢,-) = x(t,-)~!, its inverse map. Define u by

u(t,z) = uo(t, uo(t, X)).
Then it is a solution to ([1.1]), because
u(tv .%'(t, X)) = UO(X)

which implies

d o 0
gu(t,x(t,X)) + ﬁx%u(t,x(t, X)) =0

which using %x = u(t,z(t, X)) gives

Oru + udzu = 0.

Step 2. Proofs of uniqueness and ii). They are left as exercise. [

1.2 Symmetries and backward self-similar solutions

In this subsection we present certain transformations of the set of functions that leave the
set of solutions to the Burgers equation invariant. We then present backward self-similar
solutions. These are solutions that are invariant by scaling transformations. They become
singular in finite time by concentrating to smaller and smaller scales while keeping the same
shape. We classify these solutions for the Burgers equation, and give an explicit formula for
them.

Lemma 1.4 If u is solution of the Burgers equation (1.1)), then V(\, u, C, o, t0) € (0,00)% x
R3,

nw t r—x9—ct

)\u( R . ) +c
1s also a solution.

Proof. Exercise. ]



Definition 1.5 A backward self-similar solution of the Burgers equation (L.1|) is a solution

of the form
x

i

defined for t € (—o0,0), v is called the profile, and o € R is called the scaling exponent.

u(t,z) = (=) 1(

Remark 1.6 i) For any i € (0,00) we have u(t, z) = ulféu(%, %) forall (t,x) € (—o0,0)x
R, so that u is invariant under the action of 1-D group of symmetries ((0,00) with multipli-
cation law). This is the general definition of self-similarity from physicists’ point of view.
it) For any p,t,x* ¢,

x—x*+c(T —t)
u(T — )™

u(t,z) = (T — )" )

15 also a solution.

The following theorem gives explicit backward self-similar solutions, and classifies them.
To our knowledge, these self-similar solutions were only found in [8], and then studied in
depth in [3].

Theorem 1.7 i) Fori € N, the mapping ®; : Y — =Y — Y**1 is bijective on R, let 1 be its

inverse, then
1 x

u(t,z) = (—t)Z\IJZ((_t)T%) (1.3)

is a backward self-similar solution of the Burgers equation (1.1)).
it) Conversely, assume u is a backward self-similar solutions, with a profile that satisfies
lim, oo ¥(x) =0, then 3i € N, > 0, such that u is given by (1.3).

Example 1.8 Below is the example of the first profile V1 and of the corresponding backward
self-similar solution.

P o e L
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Proof. Substitute (|1.3]) in Burger equation, ¥ must solve
(1—a)¥ + (aX + )V = 0. (1.4)
This equation is called the stationary equation in self-similar variables.

Step 1. A change of variables. Let I be a maximal interval on which ¥ #£ 0, J = ¥(I) =
(a,b), if a # —oc0. Let @ : (a,b) — I denote the inverse of ¥. Then note that a # —oo if and
only if

(|12 + @' (Y) = o0. (1.5)

lim
Y —a



A similar result holds at b.

Step 2. A formula in the new variable. We claim that if J has a negative element, then
(—00,0) C J, and there
O(y) = K_|y|~T -y, K_€eR (1.6)

Indeed, injecting ¥'(x) = m in (1.4) gives
(1—a)¥P'(¥(x)) + az + ¥(x) = 0.
Define y = ¥(x), then
(1—a)y® +a® = —y.
Solving this linear equation shows (|1.6]).

Step 3: End of the proof (left as exercise). |

1.3 Resolution into self-similar solutions for singular solutions

In this subsection we show that if a solution becomes singular in finite time, it concentrates
near the singularities a backward self-similar solution. Thus, backward solutions describe to
leading order any singularity. They are the attractors of singular solutions locally near the
singularities.

Theorem 1.9 Let u be a singular solution of Burgers’ equation , assume ug s analytic,
and limp,_,o Oxug = 0. Then there exists J € N, (z;,¢j, puj,75)|[1<j<s, such that

i) Outside any neighborhood of {(T,x1),...,(T,z;)} in [0,T] x R, u and its derivatives are
locally uniformly bounded.

ii) For each 1 < j < J near (T,x;), one has

x—xj—i-cj(T—t)

1
u(t, LI?) =c;+ ,uj(T — t) 2 ‘l’ij(

with v; lower order term, in the sense that

i(t
lim - U]( aI)
(t,x)%(T,Z‘j) (T _ t)ﬁjwi‘(x—:ﬂj-'rcj'(T—lt))
D

Example 1.10 Below is the example of a solution that becomes singular at two points, and
of the corresponding resolution into self-similar solutions.
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To prove Theorem we will use the following Lemma.

Lemma 1.11 Assume %uo has a negative minimum at Xo at which

d] d2i+1
ﬁu[)(Xo) =0 for j=2,3,. and Wuo(Xo) > 0.
Then u becomes singular at time T = —m and there exists (u,c,r*) € (0,00) x R? such

that

x—a*+ (T — lt))(1 +e(t, 7)), lim  e(t,z) =0 (1.7)

u=c+ u(T —1t)¥;
a )il wu(T — t)l‘*% (t,2)—=(T,z*)

Proof for Theorem . As ug is analytic, and lim,_,, O;ug = 0, the set E where
Ozup attains its minimum is made of finitely many points (Xi,..., X 7). Moreover, at each
point X of E, is always satisfied for some ¢ by analyticity. Then the theorem is a result
of Lemma [[.T11
[ ]

Proof for Lemma Step 1. Simplification using symmetries. We first remark
that it suffices first to prove the result assuming xo = 0, ug(zg) = 0, == (;Uo) = —1 and

1.4

%uo(:co) = (2i 4+ 1)!. The general case follows from applying Lemma .

Step 2. Proof assuming the hypotheses of Step 1.. By (1.7) and Taylor expansion, we get
ug(X) = =X + X#H 4 (1.8)
where ... denotes higher order terms. Then characteristics are

2(t, X) = X + tug(X)
=(1—-t)X 4+ X¥H 4

We remark that '
(1-tH)X + X% = ¢ od;o¢p_ 1

1
1—t)!t2i T
( ) ‘ (1—t) 2%



where ®; is given by Theorem and ¢,(g) = gv. Hence the inverse of the mapping
X (1 -t)X + X%+ s

_¢_111 O(I)i_loﬁb(_ll_t)1+%:_¢_l1 oWjog

T (1) + 2
(1—t)2i (1—t) 2

T
S pF(— )
(1— t)”m
The inverse of the full characteristics of the solutions are then close to
X(t,a) = —(1— )50 (— )+ ... (1.9)
(1—t)tte

The solution found by characteristics is

u(t,2) & (X (¢, 7)) = —X(t,2) + X2+ 4 .

(L.9) 1 z
Ea-niu——)
(1—t)!ta
This proves the Theorem, upon proving suitable estimates for the ... remainders above, which

is left as exercise.
]

2 Singularity formation for the homogeneous inviscid Prandtl
system

This section is based on [|4] and references therein. Based on our understanding of singularity
formation for the simplest compressible fluid in the previous section, we now turn to the sim-
plest incompressible fluid that admits singularity formation. It is the following homogeneous
and inviscid Prandtl system on the upper half-plane

Up + Uty + vy =0
(HI — Prandtl) Uy + vy =0
V|y=0 = 0, limy_yocu =0

The first equation is the convection equation for the horizontal speed u of the fluid. The
second equation is the incompressibility equation for the fluid velocity (w,v). The third
equation is the no-penetration condition at the boundary {y = 0} and the zero-flow matching
condition as y — oo.

Below is the physical representation of the equation:

z roellsedy (i, 2o
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2.1 Origin of the equation

(HI-Prandtl) equation is a simplication of the usual Prandtl equation. The usual Prandtl
system comes from the approximation of Navier-Stokes system by the Euler system in the
vanishing viscosity v — 0 limit. The boundary conditions cannot converge, and hence this
approximation is not valid near the boundary. Hence the introduction of a boundary layer
where the flow transitions from the Dirichlet boundary condition to the outer Euler flow.

oot Sy 20 Eebon

= —
v Z = /J

An interesting phenomenon to describe for this boundary layer is the boundary layer
separation. It occurs when a layer of fluid detaches off the boundary and is ejecting away.
The following drawing represents the occurence of boundary layer separation for the flow past
an obstacle:

—_— _— -
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From the works of Goldstein in the steady case and of Sears and Telionis in the un-
steady case (among others), the following observation was made by physicists: boundary
layer separation should occur if and only if the solution of the the boundary layer becomes
singular.

2.2 Cauchy problem for classical solutions

In this subsection we obtain the existence of classical solutions by the methods of character-
istics again. However, the characteristics are more subtle for this fluid and we have to rely
on its incompressibility.



The characteristics are for an initial position (X,Y’) of the particles and an initial hori-
zontal speed ug(X,Y) the solutions to

(xayau)|t=0 = (X7 Y, :L‘()(X, Y))

It has a solution as
U(t, l‘(t), y(t)) = UO(X> Y)
r=X+1tup(X,Y) (2.2)
Gy =o(t,z(t),y(t))
Using the characteristics, the simplest definition of boundary layer separation is the fol-
lowing one.

Definition 2.1 Boundary layer separation occurs at time T if there exists (X,Y) € [0,00)
such that the associated characteristics (z(t),y(t)), such that lim;_p y(t) = oo.

One notices that in (2.2)) the horizontal position of the particles x can be easily deter-
mined. The next lemma shows that the vertical position y can be retrieved from x using
incompressibility.

Lemma 2.2 Let z € C*(R x (0,00)) and y € C! be two functions, then the following are
equivlent,

i) The map R x (0,00) = R x (0,00), (X,Y) = (2(X,Y),y(X,Y)) is a volume presevering
diffeomorphism.

ii) T satisfies Vx yx # 0 where Vx yx = (Oxx,dyx) denotes the gradient in (X,Y) variables,
its level sets are diffeomorphic to [0,00), and y is given by

y(X,Y) = /1“ ;ds (2.3)

IVxyz(y(s))|
where I'xy is the curve that connects (X,Y) to the boundary R x {0} on the level set
{z(X,Y) =2(X,Y)} with parametrisation vy by arc length parametrisation s.

Lemma tells us that in order to find the characteristics, it is sufficient to know the
horizontal displacement z, and then the nornmal displacement y can be recovered from z. It
is illustrated below:




Proof.
The proof can be done via standard Calculus techniques, and left to the reader.
|

Theorem 2.3 Assume ug € C%(R x [0,00) satisfies lim ) |y|—o0 Ozo(,y) = 0, and dyug €
L, and let

else

T o0, if Opup > 0 on the set {Oyu =0} U{y =0}
= 1
~ infloyu=0}u{y=0} Fwti0”’

Then
i) 3! O solution u to (HI-Prandtl) equation.
i1) The following are equivalent.

o T'< oo
o & limy 7 ||Ozu(t)|| L~ = 00

e & Fither a shock happen at boundary {y = 0}, or there is boundary layer separation at
time T'.

Example 2.4 The drawing below gives two examples. One of a global solution, happening
for a monotonic shear flow ug(x,y) = ¢(y — c(x)) where ¢’ # 0 and ¢ # 0, and the other one
of a solution that becomes singular in finite time triggering boundary layer separation.

)

Proof. Step 1 Existence and uniqueness Exercise, use characteristics like Burgers equa-
tion and Lemma 1.4l

10



Step 2. Characterisation of singularity formation. We prove that T < co = separation
or shock at {y = 0}
Case 1: Assume that on the set {Oyug = 0} U{y = 0}, the function J,u¢ attains its minimum
—% at a point (Xo,Yp) such that Yy > 0. Then we have dyuo(Xo,Yy) = 0. Then the
characteristics give
z(t, X,Y) =X +tup(X,Y),

so that ,
aX.%(t,Xo,Yb) =1- f and 8y$(t,X0,Yb) =0.

Then lim;,7 Vx yx(t) = 0. Using Lemma we obtain that

ds
PR R
Ixoyo | VXY Z(Y(5))]

— 00

where the second line is because the integrand converges to oo (a rigorous proof is left as
exercise).
Case 2: Assume that on the set {Oyug = 0} U{y = 0}, the function d,u¢ attains its minimum
—+1 at a point (Xo,Yp) such that Yy = 0. Then at the boundary {y = 0} the (HI-Prandtl)
system gives

Oyuly=0 + uly=00ruly=0 = 0

which is the Burgers equation (1.1))! So by Theorem uly—o becomes singular at time T
Other proofs of implications are left as exercise.
|

2.3 Backward self-similar solutions

In this subsection we study the symmetries of the (HI-Prandtl) system and address the
existence and description of backward self-similar solutions.
If u is a solution, then so is
7

c+ Xu(

t—1tg ¢ —x9g—ct y)
A 1 7

(2.4)

for any (A, i, v, ¢, zo,t9) € (0,00)% x R3. A backward self-similar solution is then a solution
of the form

ult,2,y) = (~0° 'O )

defined for t < 0, for two exponents «, 3 € R%. The profile © solves the stationary equation
in self-similar variables

(1-a)0+ (X +0)0x0 + (BY + T)0yO =0

Ox© +0yY =0 (2.5)
Theorem 2.5 Consider the mapping ®(a,b) = (a+b*+a?, ff L dl;), where

00 1433 (ata3+b2—b2?)
Uy is defined in Theorem[1.7, then
i) ® is a volume presevering diffeomorphism between R? and the following set: {(X,)),0 <

Y < V(X)) where Y*(X) = 7%, gty db

11



i) Define its inverse @1 = (@71, ®51) and ©(§,1) = —®7'(8,1). Then © is a self-similar

profile in the sense that
T Yy )

(=) (-7

)
(

ult,z,y) = ()76

solves (HI) Prandtl on the set {0 < t,0 <y < (T — t)_Zy* )}

3
(T— t)f

The first illustration below represents the mapping ® and the upper boundary {) =
Y*(X)} of the support of the profile ©
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The second represents the evolution of the support of the associated backward self-similar

solution
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Proof. © solves (2.5)), which is
1 3 1

We write this equation in the form

o(0) = %@

where v is the vector field defined by its action on functions:
3 1
o(f) = (3K +©)0xf + (~ 1V + )y,

Since by definition we have ©® = —a then

We have also by definition of v



We now change variables and instead of considering the (X,)) variables we consider the
(a,b) variables. This is a modified Crocco transform. The general expression of v in variables

(a,b) = (—©,b) is
v(f) = v(a)daf +v(b)sf.
By (2.7), 1
v= §a8a + v(b)0p.
To find v(b), we have by volume presevervation of the change of variable(a,b) — (x,y), that

divyy v = diveyv.

Therefore 5 ) )
ax(§$ +0)+ ay(—zy +7) = 8a(§a) + O(v(b))
3 1 1 1
< 0Oyv = 3

4
where we used the incompressibility 9,0 + 9,T = 0. So, using in addition the boundary
condition, v(b) = 2b. Hence

1 3
v = iaaa + Zbab'
The equation (2.8)) becomes in (a, b) variables

1 3 3
—a0, X + —bOpbX = =X
2a8 +4b8b 5 +a

One can check that X = a + a® + b? is a solution of the above equation. One can check that
this equation is equivalent to the original equation (2.6)) (we skip the details which are left
as exercise), and hence O is a self-similar profile.

[ |

2.4 Generic singularity associated to separation

We now prove that for singular solutions, generically the self-similar profile describes to
leading order the singularity. By ”generic”, we mean here that singular solutions which are
described by © are stable (the corresponding set of iniital data is open), and occur frequently
(the set is dense). Other singularities exist, but they are less ”frequent”.

Theorem 2.6 Among the set of initial data of Theorem that are C*(R x [0,00)) and
whose solutions become singular in finite time with boundary layer separation, there exists
a subset that is dense and open (generic) such that the following hold for the corresponding
solutions. There exist p,v >0, ¢ € {£1}, *,c € R, such that

—z* T—t
ultia,y) = e+ (T —ppo [T 2D V) ),
WT—0i  uT-0)
where for any d > 0,
: v(t, 2, y)| _
e T
wT-t1  u(T-1)71
uniformly for (z,y) € R x [0,00) with
1 5 ( B 3 )
e —a"+c(T—t)| < ——5 and — <y<v T t)jl
(T —t)2 (T —t)1 (T —t)1

13



Below is an illustration of Theorem 2.6l

Proof.
We will give a sketch for the proof.

Step 1: Generic expansion for the characteristics. Let (Xo,Yy) be defined as in Case 1
of the proof of Theorem One can show that, for an open and dense set of initial data
leading to separation, (Xy, Yp) is unique and one has (up to renomalizing the solution by the
symmetries of the (HI-Prandtl) system (2.4)) that X = 0 and near (0,Yp),

up(X, Yo +Y)= X+ X34+ (X -Y)2 + ... (2.9)

where ”...” denotes higher order terms.

Step 2: Computation of the characteristics. . The characteristics given by (2.2)) are

S

m(t7X7yU+}7) :X+tu0(X’ N)
=X(1-t)+Xx°

We can change variables, and write
(X,Y)=(V1—ta—(1—t)1b,v/T—ta+ (1 —t)1b).

Then the above becomes .

r=(1—-1)2(a+a>+b%)..
=(1—1)2®1(a,b) + ...

where we used the definition of ® from Theorem Using Lemma [2.2] and the fact that
® = (P, P2) is an incompressible change of variables from Theorem we get

(2.10)

1

m@g(a, b) 4+ ...

y:

where the remainder ”...” can be estimated by tedious computations that we skip here. Below
is an illustration of the above reasoning to compute the characteristics

14



Step 3: Computation of the solutions. CNOHEputing the solution using the characteristics,
then injecting (2.9) and changin variables (X,Y) — (a,b) we get:

u(t,x,y) = UO(X7Y>
=—X+..
=—1—ta+ ..

Inverting the characteristics map (2.10)), then using © = —<I>1_1 one finds

x Y o x Yy

a=®7! . =
o ((1—1t)%’(1—t)—%)+ (1—t)2 (1—t)"3

)+

Combining we obtain

ult, z,y) = VI —10(———, — L) +
(T—t)z (T'—1t)" 14

7

which is the desired result. The precise estimates for the ”...” remainders can be tedious and

can be found in

[ |
3 Preliminaries on the Keller-Segel system
We will now study singularity formation for the parabolic-elliptic Keller-Segel system
B up = Au —V - (uVP,)
(K —S) { CAD, =, (3.1)

It is a model for the propagation of bacteria:
e 1 is the density of bacteria.
e &, is the concentration of the chemo-attractant. It is related to u by Fick’s law.

e Below is an illustration of the equation as a mean-field equation arising from particles
in interactions

15
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In this section we study the Cauchy problem for (3.1]) and the parabolic regularisation effects.

3.1 The Cauchy problem in supercritical Lebesgue spaces
3.1.1 Solving the Poisson equation

We first solve the Poisson equation —®,, = w in (3.1)). This gives ®,, = k x u where k is the
Green function of the Laplacian. Thus we have

Vo, =Vkxu
__ 1= ..
|59 |4

where S| is the surface of the sphere.

Lemma 3.1 Forany 1 <p<n ifu € LP then Vo, € L7 with

V@[ ne S [l -

Proof.
On the Fourier side the Laplace equation is |¢[2®,(¢) = @(¢). Hence after differentiation:
> &5k
P, (€) = —~L5a
o (€)= —R(6)
The Fourier multiplier m(§) = —% satisfies [0%m(€)| < |€]71¢! for any multi-index o € N,

where |a] = a1 + ... + a,,. We can thus apply the Hérmander-Mihlin multiplier Theorem and
get that for any u € LP we have 83}?_7;”@“ € LP with

82

Dulle S lullze-

We conclude that ||%‘I)uHL o < |Jul|z» by the homogeneous Sobolev embedding.

3.1.2 Solving the heat equation

We next solve the heat equation. We denote the solution for heat equations f; = Af as

S(t)fo = K(t) * fo
= 2
where K (t) = (47rt)_%e_%.
We recall the standard heat kernel estimates:

16



Lemma 3.2 For any 1 <p <gq < oo, ifu € LP then we have VS(t)u € L with
1

IVS(tullr S -

N[

AT
Proof.
As VS(t)u = VK, x u we have by the Young inequality for convolution

IVS@ullre S NVE  qv1-1)-rllullze-

An explicit computation gives |V Ky||pr = L what concludes the proof.

+3

¥s

n_
t2

3.1.3 Solving the Keller-Segel system

We now show that the Keller-Segel system has solution in a rather weak sense. The standard
method we present is to consider the solution for short times as a perturbation of the heat
equation, and to use dissipative estimates to control the effects of the nonlinearity.

Definition 3.3 We say u is an integral solution of the Keller-Segel system (3.1)) in LP on
[0, Tp] if for every t € [0,Tp] we have K(t — )V - (uV®,)(-) € L*([0,t], LP) and

t
u(t) = S(t)uo — /0 S(t—s)V - (uVP,)(s)ds.

We remark that this is the Duhamel formula for (3.1). We first prove a bilinear estimate.

Lemma 3.4 Ifu € LP, § <p <mn, and u € L for q > 5, then for any r > (%—l—é—%)*l
we have

[[ul| Lo || u]| La
. r <

Proof. By Lemma IV®ylle < llulle for 2 = 1 — L1 By Holder, [[uV®,| <

p n ~

lull e ||lul|La, with + = = + 1 = ;17 + % — L. Then conclude by Lemma n

a q

Theorem 3.5 For any ug € LP, § < p < n, there exists Ty(|luo|lzr) > 0 and a unique
integral solution w in LP on [0,Tp] of the (K-S) system (3.1)).

Remark 3.6 The Cauchy problem is also locally well posed in the case p = % in large

dimensions n > 3. For the semilinear heat equation u; = Au + u?, the Cauchy problem is

ill posed if p = 5 in dimension n = 2. We refer to [2,/14)]. For the well-posedness in other

critical spaces, see [12].

Proof. We prove by fixed point theorem. We define

w(v) = S(t)uo + /0 S(t—s)V - (vdy)(s)ds

We claim that ¢ is a contraction on the ball B(0, 2||ug||zr) of X = C([0, To], L), for T small
enough. Its fixed point is the desired solution. Indeed,

1S@)uollzr < 1K1 [[uollze < [luollr

by the Young inequality and the fact that | K||;1 = 1 which is an explicit computation. We
have

2
Ul Lr
TR B g— n’(?_1)+1
p n’2

(t—s)2
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by Lemma So if Ty small enough, we have

t t 2
I [ 5=V V) $dslir £ Clluol [ (¢ =) < ol 7 < 110122,
0 0

where o = %(% — 1)+ 1 < 1. We leave as an exercise to prove that ¢(v) € C([0,77], LP) by
similar estimates. Therefore, ¢ maps the ball B(0,2|lug||z») of X = C([0, Tp], L?) onto itself.
We also leave as an exercise to prove that it is a contraction by similar estimates again.

3.2 Parabolic regularisation

In this subsection we prove that the integral solutions provided by Theorem are instan-
taneously regularised: they are immediately bounded after ¢ = 0, and are infinitely differen-
tiable with bounded derivatives as well. Thus, they in fact are classical solutions right after
the initial time. As a consequence, we obtain a singularity formation criterion: the solution
becomes singular in finite time 7' if it is unbounded as ¢ — T'. We introduce the standard
method of parabolic bootstrap in order to prove this regularisation effect.

Proposition 3.7 Assume u is an integral solution in LP for some 2 < p < n with u €

2
C([0,To], L2) for some q > 5.
. If% + % — 2 >0. then for any ¢ < X\ < (% + % — %)_1 we have u € C((0,Tpl, L*).

n

o If%—l—%— 2 <0. then for any ¢ < XA < oo we have u € C((0,Ty], L*).

Proof.
The proof can be proved as Theorem relying on Lemma, We leave this as an
exercise. ]

Corollary 3.8 Such integral solutions are in fact in C'((0,Tp], L)

Proof. Apply the first point of Proposition [3.7|for the first time to obtain u € C((0, Tp|, L%).
Then apply again with ¢ = g1, and obtain u € C((0, Ty, L) with g2 > ¢1. Then repeat the
procedure until v € C((0,Tp], L¥), with qiN + % — 4 < 0. Then apply the second point of
proposition to get the result. [

Proposition 3.9 If u is an integral solution in LP for § < p < n with u € C([0, To], Wk A
WHP) for some k >0, then u € C((0, Tp], WL n Jyh+Lp),

Proof.

The proof relies on the following useful observation. The proof of Theorem is based
on a fixed point argument which shows that the solution enjoys the same properties as the
solution to the linear heat equation with the same initial data. We could thus incorporate
additional properties of solutions to the linear heat equation in the space in which we perform
our fixed point.

Let Y be the Banach space with the following norm

k
[vlly = l[vll Lo (o, 20, wh ey + sup VEIVE 0 (t)]| Lonre.
tG(O,To]
We note that the second quantity encodes a regularisation effect ||V¥* v (t)| prare < %

with the same rate as the regularisation of the heat semigroup from Wk NWkP to Wktl.oon
Wk+LP because of Lemma

We leave as an exercise to do a fixed point argument in the space Y like before in the
proof of Theorem [

18



Corollary 3.10 Such integral solutions are in fact in C([0,Tp], W5 N WIP) for ¥j > 0,
and in fact u € C°((0,Ty] x R), which means that u is a classical solution.

Proof. The proof for corollary is just the use of bootstrap, and is left as exercise.
]

We can define the maximal time of existence T of a solution in a standard way. As a
consequence of the above Propositions above, there holds the following singularity formation
criterion, the proof of which is omitted:

T<oco &  lim|u(t)|e =
t—T

4 Stable backward self-similar singularity in three dimensions
and higher

In this section we show the existence of an explicit backward self-similar solution. Moreover,

we will see that this explicit solution is stable, which was showed in a recent article by Glocic

and Schorkhuber [9]. This is the reason why we chose the Keller-Segel system for this mini-

course: it is the only parabolic equation that is rather easy to introduce, for which there is an

explicit stable backward self-similar solution (this is not the case for the apparently simpler

model u; = Au + u?). The proof of stability is not easy, but we will give some tools that
have been developped over the last three decades to address this problem.

4.1 Criticality

For (K-S) equation, we notice the following scaling invariance and conserved quantity.

Scaling invariance: If u is a solution, then

1 t x
ﬁu(ﬁa X) (4.1)
is also a solution. The scaled Lebesgue norms are
0 p>z
Iszelse Pl =X ol — ¢ lwollzr, =14 (4.2)
oo, p < b)

Mass invariance: If « is a solution, then

[ utvdo = [ woda.

u(t)dr = /V (Vu-uV®,)dz =0.

This is because J

dt
We remark that if u is positive, then its L' norm remains bounded ||ul|;1 = [udx =
[ wodz.

Definition 4.1 e The Lebesgue space Lz is called the critical space. This is because
its norm s invariant by the rescaling . The space LP is subcritical if p < 3,
and supercritical if p > 5. Informally, a supercritical norm detects a concentration
according to the scaling of the equation in which case it diverges according to , while
a subcritical norm cannot. This is a heuristic for general evolution PDEs explaining
why subcritical norms are not expected to be suitable for local well-posedness, while
supercritical may be.
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o The (K-S) system is said to be mass critical if § = 1, mass supercritical if § > 1, and
mass subcritical if § < 1. This compares the Lebesgue exponent of the critical space,
5, with that of the conservation law, 1. In the subcritical case the solutions are global,

because the L' norm controls the evolution on uniform time intervals. Formally, the

critical case is the boundary case at which this fails, and usually different dynamics

occur as we will see.

4.2 Radial solutions and partial masses

In this subsection we describe how the (K-S) equations simplify into a local equation in the
case of radial solutions.

Definition 4.2 Foru a radially symmetric solution, its partial mass is m(r) = W f‘x|<r u(x)dx

Lemma 4.3 If u is radial, then it is a solution of (K-S) iff its partial mass solves

1
(KSm) orm = 83m + i67,1m + nm? + rmd,m.
r

Proof.
Using the second equation in (3.1)), then applying the divergence Theorem, we have
1 1 T 1
m= —— udx = < V&, —dx = —-0,,.
r ‘S ’ |z|<r r ‘S ’ |z|=r ‘.ZC‘ r
The proof is then left as exercise, using similar integration by parts. [

4.3 An explicit stable backward self-similar solution

Most evolution PDEs do not have backward self-similar solutions in closed form. Their
existence is in almost all cases showed by solving the corresponding stationary equation in
self-similar variables. Fortunately, the (K-S) system admits an explicit one! It was found
in [T1]

Lemma 4.4 For n > 3, there exists a backward self-similar solution of the Keller-Segel

system (B.1)

u(t,x) = L\P(L

—t \/—7)

defined for t < 0, with profile

_ 4(n—2)(20 + o)
W= @2 1 R

The drawing below illustrates the backward self-similar solution:
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Proof. By Lemma u solves (KS) iff m solves (KS,,). Denote m(t,x) = }té( =),
o(p) = W J$ ®(p)p"dp. By a direct computation,

4

d(p) = n—2) ¢

(4.3)

We have that }taﬁ( \/Tjt) solves K .S, iff ¢ solves the stationary equation for partial masses in
self-similar variables

— 06— "0 6 1 ng? 4 ps0,0 + %A¢ —0 (4.4)

where A is the infinitesimal generator of the scaling group

Af = po,f +2f.

By a direct computation, ¢ given by (4.3|) solves (4.4)), which proves the Lemma.
]

The backward self-similar profile W is associated to a stable singularity, as proved by
Glogic and Schorkhuber [9].

Theorem 4.5 There exists € > 0, such that if ug = 1 + g, for ag € S with |||z < &,
then u becomes singular at some time T with

X

u(t,x) = T t)%

¥

T ¢ )+ a(t, x),

where
lim (T — t)||@|| e (t) = 0.
Lim (T = #)l|all == ()
We will now develop key techniques for studying solutions that are close to a backward
self-similar solution, which are often used in the proof of such stability result.

4.4 Renormalization techniques

In this subsection we introduced renormalisation techniques. They allow to zoom on the
solution in a time-dependent way, at the relevant scale where the solution is close to the
backward self-similar profile. They lead to the linearization around the self-similar profile
of the evolution equation, in renormalized variables, which is the key equation driving the
evolution for the remainder.

We first introduce trapped functions. They are close to the full set of rescaled self-similar
profiles {%W(%) a>0. This closeness is measured with respect to the nearest rescaled profile.
Let § > 0 small.

Definition 4.6 We say that m is trapped if IX > 0, such that m(r) = iqﬁ(%) + 1, with

Illz= < &

It is always possible to find a scale X for the rescaled self-similar profile such that m —
x%gb(%) is orthogonal to the tangent space of the full family of rescaled self-similar profiles at

5\%¢(§) We introduce the scalar product

(f,9) Z/fgffdp, a(p) = L2 -
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Lemma 4.7 If m is trapped, there exists a unique A >0 and q, with

lall~ S 5 (4.5)
such that
1 T
m(r) = ﬁ((ﬁ + Q)(X),
with
(¢; Ag) = 0. (4.6)

Proof. Step 1 Case A = 1. Consider the function

0: L°x(0,00) — R
(u, 1) - (pPm(pp) — ¢, Ao)

We have 6(¢,1) =0 and g—z(gb, 1) = (Ap, Ap) > 0. Therefore, the result follows from implicit

function theorem.

Step 2. Case A # 1: We use the scaling transformation (4.1) to map this case back to
the case A = 1 treated previously. We leave the details in exercise.
]

Definition 4.8 We say a solution is trapped on [0,To] if it is trapped at each t € [0, Tp).

For A € C1([0,T),(0,0)), we define the renormalized variables

r tods
R (47)

and the renormalized unknown

m(t, ) = 53(6(0) + a(s,p). (1)

Proposition 4.9 If the solution of (3.1)) is trapped on [0,T], there exists a unique X\ €
C>((0,T)) such that the renormalised unknown satisfies the orthogonality (4.6) and the esti-
mate (4.5). Moreover, the remainder q solves the linearized evolution equation in renormal-

ized variables
S

A1
Osq+Lq= (= + )Mo+ a) + ng* + pgd,q (4.9)

where 1 .
n
Lqg=—0ppq — Tapq + §Aq — pPOpq — (pOpd + 2n¢)q

is the linearized operators in renormalized variables.

The term g is called the radiation remainder. In ([{9), the term (3 + 2)A(¢ + q) is called
the modulation term and is due to the difference between the renormalisation rate % of the
equation and the exact self-similar renormalisation rate —% of the self-similar solution. The
term ng? + pq0,q is called the nonlinear term.

The drawings below illustrate the geometrical interpretation of Lemma [£.7] and Proposi-

tion [4.9]
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Proof. Apply Lemma [£.7) to define A\. By parabolic regularization of Section [3] before,
everything is C*°. The equation (4.9)) then follows from a direct computation. ]
4.5 Spectral analysis

In this subsection we introduce some tools from spectral analysis to study the linearized
operator £ in self-similar variables.
2
Proposition 4.10 £ is self-adjoint on L*(odp), o(p) = 52—;6_% with compact resolvant.
It is diagonalisable in a Hilbert basis (f;)|i>1 of eigenfunctions with eigenvalues
M=—1<0< A< .. <\, "0
The first eigenfunction is f1 = Ag.

Proof. Step 1 Self-adjointness. For q,q' € S,

(Lq,q) = / (0p00pq" — (pOyd + 2nd)qq )o(p)dp
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by IBP, so L is symmetric.
By the Hardy and Poincare inequalities,

1
/lapQ\QJdp 2 /(p2 +p*)q odp (4.10)

(the proof is left as exercise). This leads to the self-adjointness of £, other details are left as
exercise.

Step 2. Compactness of the resolvant. We decompose £ = Ly + V', where

n+1 1
Lo =—0pp — 7(% + iA + pd0,.
Then Ly has a compact resolvant because of (4.10) and of the compactness of Sobolev em-
bedding H! — L? . The operator ¢ — V¢ is a compact perturbation of £y (Kato theory).

loc loc*
Hence £ has compact resolvant.

Step 3. Diagonalization. This is a consequence of the spectral theorem.

Step 4. Proof that A is an eigenfunction. This is a very general fact that for any
self-similar solution, any other symmetry of the equation produces an eigenfunction. We give

a very general proof that is applicable to any other context. Let M(¢,z) = _%g[)( \/7’_7) Then
A2M (N2t Ar) = M(t,r) VA. Apply 2, obtain
AM =0, A=2td;+ A. (4.11)
Compute commutator with other invariance generator 0
[0, A] = O A — AD; = 20, (4.12)
Combining (4.11)) and (4.12) we get
AOM = —20,M (4.13)

We now apply the additional time translation symmetry and define M;,(t,7) = M (t + to,r),

it solves
n+1

r
Apply %, use %Mto = O M(t + tp), and take tyg = 0, and by (4.13)), use A = 2td, + A, by
@13,

OtMy, = Opr My, +

8th0 -+ TLMtQO -+ T’MtoathO

- 1
AOM = [2t(8r + %ar 20 M + 10, M +rMd,) + NJOM = —20,M
Take t = —1 at which 9;M = A¢ and M = ¢ to conclude.

Step 5. Positivity of A\o. We refer to |9] where a counting argument from [7] is used. m

4.6 Asymptotic stability for trapped solutions

We will not give a full proof of Theorem Rather, we will prove the following intermediate
result: if a solution remains close to the set of all rescaled profiles, then it has to become
singular in finite time 7', concentrating at scale +/I' — t, and converges asymptotically to the
self-similar profile in renormalised variables.
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Proposition 4.11 Assume that a solution is trapped on its whole maximal interval of exis-
tence [0,T), then
i) it becomes sz'ngular mn ﬁm’te time T' < 00.

iW) m(t,r) = (=

Below is the geometrical interpretation of Proposition

—) + 77— ——m, where limy_,p 720y = 0.

In order to prove Proposition we will rely on several Lemmas. The first one es-

tablishes the modulation equation which describes the evolution of the modulation parameter
A

Lemma 4.12 Under the assumptions of Proposition

where [N1(q)] < min{[lql|72 ., lall7}
Proof. Differentiating the orthogonality condition (g, A¢) = 0 gives
(gs, A®) = 0.

Injecting the evolution equation (4.9)) for ¢,

.1
(—Lq,Ad) + (- + 5)(A¢, Ao+ Ag) + (nq® + pgdpq, Ag) = 0.

( A
Using that L is self-adjoint, that A¢ is an eigenfunction and that ¢ is orthogonal to A¢:
(Lq,Ad) = {q, LA)) = —(q,A¢) = 0.

2
Hence (4.14) with N; = %. We estimate that |Ni(g)| < min(||q||2, ||q|]%g) after

IBP. ]
The second lemma performs an energy estimate in renormalized variables.

Lemma 4.13 Under the assumptions of Proposition

d
%HQH%%U) = —2(Lq, q) + N2(q) (4.15)

with |No(@)] S 10522 lall
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Proof. The evolution equation (4.9)) of ¢ gives the energy identity

d As 1
£Ilqlliz(a) = —2(Lq,q) +2(~ + 5)((Ad, q) + (Ag,q)) + 2(ng” + pgdpq, q)-

Using the orthogonality (g, A¢) = 0, and the modulation equation (4.14]) we get the identity

[T5) with
Na(q) = 2N1(q){Aq, q) + 2(ng* + pgd,q. ).

Using Lemma Cauchy-Schwarz and the estimate we have
IN1(a)(Aq, @)] < NlallEeollAall z2ollalizz S llalZoe 190l 72,
Using the Holder inequality and we have
12(na + padsa. @) S lall (lallZe oy + 100l 2o 105l 220) S Nlloe 19l -

Combining the two above inequalities, using that ||q||p~ < 6 < 1 from (4.5)) yields the desired
estimate for Na(q).

n
Proof for Proposition [4.11} By Lemma [£.12] and [£.13] we have
1d 1
aist =t 1)
s (4.16)

%HQHLQ(J) = —2(Lq,9) + O[04l 72(c) lall L)

Step 1: Decay for the remainder q. By Prop since {q,A¢) = (q, f1) = 0, we have on
the one hand

(L4, q) ZA g, £)] ZA (g, f)> < =Xollal 720

which is called a spectral gap estimate. On the other hand, an explicit computation gives

~(Laa) = [ o + [ 220 p0,0)00
Combining, this implies for any « > 0 that
—(Lq,q) = —(1 = K)(Lq,q) — £(Lq,q)
< (1= #)lalfa) — [ 0palo -+ (226~ p0,0)eP0

<~ 0= n)laley — < [ 1oy,

for some fixed constant ¢ > 0, where we used that ¢ and pd,¢ are bounded for the last
inequality. Therefore, the second differential inequality in (4.16) gives

d
ZllallZz ) < =200 = em)lallzz o) - 2*@/ 10041* + Cll94 720 ldll o= -

Recalling that ||¢||z~ < 0, choosing ~ small enough and then ¢ small enough leads to

d
Tl < —Aellalz)
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Integrate with time to obtain

'y
la()llz2(0) < llgollz2(0ye™ 7 (4.17)
Step 2. Asymptotic for the scale A. Inject (4.17)) back to (4.16)),
d 1
T In\ = —7+N1, |N1| < min(8%, e72%).
s

Integrating with time one finds A(s) = Age~2%eJo M(MdT g4

A(s) = pe™ % + O(el"322)%)

for = exp( [y~ N1). As ds — 1z, we have At = N2, 50 & = p2e™ + O(e=(1H22)9), 50

t s
t(S) _ /1’2/ efs’dsl +/ O(ef(lJr/\z)s’)dsl —T_ /142678 + O(ef(1+)\2)5)
0 0

for T = p? [;° O(e —(1+22)%)ds, which implies
T

e’ =

(T =)'+
SoA=VT—t+O((T —t)2t*) ~ VT —¢.

5 Stable singularity that is self-similar of the second kind in
two dimensions
In this section we describe a stable singularity formation in two dimensions. It is not equiv-

alent to a backward self-similar solution and differs from the one seen in Section dl We fix
the dimension n = 2.

Lemma 5.1 U(x) = a2 i o stationary solution of (3.1]).

(1+| K

Proof. This can be proved by a direct computation using the partial mass and Lemma
]

Remark 5.2 Stationary states are ”self-similar solutions” because invariant under 1D sym-
metry group of time translations.

The following theorem was obtained in [5,[6] with previous seminal results [104|13]

Theorem 5.3 There exists an open set of data for norm

2
3
Jul2 =3 / ()3 TP
k=0

such that
(i) The solution becomes singular at time T
(ii) It can be decomposed as

ult, z) = A;(t) U _Ag;(t)) —at, )
where * — x*(T),
A(t) ~ %% \/7te \/m

and X*()[a(t)|| = — 0.
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We now compare the various type of singularity formation patterns studied in these lecture
notes. Wether for the Burgers equation in Theorem the homogeneous inviscid Prandtl
system in Theorem the mass-supercritical Keller-Segel system in Theorem [4.5] or the
mass critical Keller-Segel system in Theorem to leading order the solution keeps the
same shape, and is localised at a scale that converges to 0 in finite time. The shape is given
by a backward self-similar profile or a stationary state. The concentration rate of the scale
is given by a family of possible scaling exponents, or the parabolic scale, or a degenerate
perturbation of the parabolic scale.

Definition 5.4 For mathematicians, for a singular solution of the Keller-Segel system, if
[u(t)||p & 7, the singularity is called of type I, and if |u(t)| L > 7 of type II.

For physicists following Barrenblatt and Zeldovich, there is self-similarity of the first kind and
of the second kind. If the scaling group of invariance is 1D, backward self-similar solutions
have only one possible scaling exponent, and the corresponding self-similar solutions are called
self-similar of the 1st kind. If the scaling group is dD, d > 2, then the scaling exponents are
not known a priori, and this is called self-similarity of 2nd kind. If the scaling group is 1D
but the singular solution does not approach a backward self-similar solution, then the scaling
parameter is not known a priori and this is also called self-similarity of 2nd kind.
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