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Abstract

In this paper we investigate coupling from the past (CFTP) algorithms for closed queueing networks. The
stationary distribution has a product form only in a very limited number of particular cases when queue
capacity is finite, and numerical algorithms are intractable due to the cardinality of the state space. More-
over, closed networks do not exhibit any monotonic property enabling efficient CFTP. We derive a bounding
chain for the CFTP algorithm for closed queueing networks. This bounding chain is based on a compact
representation of sets of states that enables exact sampling from the stationary distribution without con-
sidering all initial conditions in the CFTP. The coupling time of the bounding chain is almost surely finite,
and numerical experiments show that it is close to the coupling time of the exact chain.
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1. Introduction

One reason for the popularity of Markovian representations of queueing networks is that they admit a
product-form stationary distribution under general conditions. This structure is no longer guaranteed when
the queues have a finite capacity, so that an exact analysis may not be computationally tractable. When
the stationary distribution cannot be computed then we may turn to approximations or simulation.

This paper concerns simulation, with a focus on stopping criteria. The asymptotic variance appearing in
the Central Limit Theorem has been the most common metric to devise stopping rules, while mixing times
have become a standard alternative [1, 2]. Unfortunately, there are no generic and tractable techniques to
compute or bound either the asymptotic variance or the mixing time for non-reversible Markov chains.

In the 1990’s, Propp and Wilson introduced a method for sampling a random variable according to the
stationary distribution of a finite ergodic Markov chain [3]: the coupling from the past (CFTP) algorithm.
The CFTP algorithm automatically detects and stops when the sample has the correct distribution. In this
way it is possible to generate i.i.d. samples from the chain, and the asymptotic variance of the resulting
simulator is the standard variance of the random variable whose mean we wish to estimate.

The number of steps required in the CFTP algorithm is proportional to the coupling time of the chain,
but the time complexity strongly depends on the complexity of the one-step transition of the chain. In
particular, for closed queueing networks, no efficient CFTP method has been proposed previously, with the
exception of networks with a product form distribution [4].

Different techniques can be used to efficiently compute one step of the CFTP algorithm: the simplest
solution, for monotone Markov chains, is to compute the minimal and maximal trajectories only [3]. For
Markov chains with no monotone representations, new techniques have been developed to approximate
each step of the computation, at the cost of slightly increasing the number of iterations of the algorithm.
Bounding chains have been constructed to detect coalescence for state spaces with lattice structure [57 ],
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or for models with short range local interactions, such as interacting particle systems [6]. For applications
of [5] to queueing networks, see for instance [7, 8].

The main difficulty with closed queueing networks is that the customer population is constant. This
imposes a global constraint on the model, so the approach of [5] cannot be applied directly. Without
monotonicity, the complexity of one iteration of the original CFTP algorithm by Propp and Wilson [3]
depends on the cardinality of the state space, which is exponential in the number of queues.

In this paper, we develop an effective CFTP algorithm for closed queueing networks. Our main contri-
bution is a new technique for constructing bounding chains, which is adapted to a large class of Markovian
closed queueing networks. It is based on a compact representation for sets of states, using diagrams that
we introduce in Section 3. We perform the CFTP algorithm on the space of the diagrams, for which the
one-step transition is simpler to compute than using the original state space. For the diagrams, one iteration
in the CFTP algorithm can be computed in O(K M?) time, as we discuss in Section 3.2.3.

The paper is organized as follows. In Section 2 we present the queueing model and discuss the solutions
that have been proposed in the literature for special cases. The analysis is based on a diagram representation
introduced in Section 3. This is used in Section 4 to prove that the CFTP algorithm terminates in finite
time, almost surely. Finally, Section 5 contains results from numerical, comparing our algorithm with the
classical CFTP in terms of the number of iterations. Note that classical CFTP can be used only for very
small models, as its one-step transition depends on the cardinality of the state space. Final remarks and
conclusions are contained in Section 6.

2. Model and background

2.1. Presentation of the model

We denote by N the set of non-negative integers and by e; € N* the vector such that (e;); = 1if i = j
and 0 otherwise.

Consider a closed network of -/M/1/C queues with M customers. We denote by @ = {1,..., K} the set
of queues. For i € @, p; is the service rate and C; the capacity of queue i. After a service in queue i, a
customer is routed to queue j with probability p; ;, independently of the current state and past evolution of
the network. If queue j is full, the customer is blocked at queue ¢ for another service time. Let P = (p; )i, je0
denote the routing probability matrix; for all 4,j € @, p;; > 0 and for all ¢ € Q, ZjeQ i = 1.

The evolution of this network follows a continuous time Markov chain on the state space

K
S:{x:(xl,xg,...,xK)ENK : in:M and 0<zx; <Cj, ViEQ}.
i=1

K+M-1

2715 this is the exact value for |8] if all queues have infinite

The upper bound for |8] is given by (
capacity.
The topology of the network can be represented by a directed graph G = (Q, R) where R = {(¢,7) : pi;j >
0}. As we consider closed networks, without loss of generality, we can assume that G is strongly connected.
For (i,j) € R, we denote by t; ; : 8§ — 8 the function that describes routing of a customer from queue
1 to queue j:

boi(w) = x—e+e ifx; >0andz; <Cj,
J ] oz otherwise.

This transition does not affect the state if queue i is empty or if queue j is full.

We consider a discrete time Markov chain, obtained using uniformization with constant Zfil ;. This
chain has the same state space as the continuous time chain.

A functional representation of this discrete time Markov chain can be given using functions ¢; ; and
routing matrix P. Denote by (U,)n>1 an i.i.d. sequence of random variables with distribution

P = (0:1)) = 5= b
jeQ



Define F : § x R as
F(z,(i,5)) = ti j().
Let X be the initial state, independent of (Uy,)n>1, and X, 41 = F(X,,,Upy1), n € N,

2.2. Coupling from the past algorithm

The coupling from the past (CFTP) algorithm has been first introduced in 1996 by Propp and Wilson [3].
The key idea is to sample a value at time 0 of a trajectory that starts arbitrary far in the past.

Let { X, }nen be an ergodic Markov chain on a finite state space 8, and F' be a functional representation of
{Xn}: VneN, X,,41 = F(X,,,Up41), where (Uy)n>1 is an i.i.d. sequence of random variables independent
of Xy. Consider the evolution of this Markov chain starting from some time in the past. Let (U_,,)nen be
an i.i.d. sequence of r.v. For xz € 8, denote by

F(n)(x) :F(F(F(l', U7n+1)7"'aU71)7U0)

the state of the chain at time 0, given that it has started from state x at time —n. Similarly, for a subset
S c8,let FM(S) = {F™(x) : z €S} (note that the same sequence (U_,),en is used for all the states
in §). CFTP algorithm is given in Algorithm 1.

Algorithm 1: Coupling from the past algorithm [3]

Data: (U_,)nen an i.i.d. sequence of r.v., F' a functional representation of an ergodic Markov chain
on a finite set 8.
Result: A sample sy € § according to the stationary distribution of the Markov chain
1 begin
n <+ 1;
S « FU(8);
while |S| # 1 do
n < 2n;
S « F)(8);
end
return sg the element of S
end
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The following theorem concerns the termination and correctness of the algorithm:

Theorem 1. Depending on the choice of F', Algorithm 1 terminates in finite time with probability 0 or 1.
The state sq is distributed according to the stationary distribution of {X,}.

With our choice of F, the CFTP algorithm for closed queueing network model terminates in finite time
with probability 1 and the termination time has a finite expectation.

The second statement is a consequence of the existence of a sequence (in,jn)i<n<ny € R such that
ltin.jn ©---0tiy ;,(8)] = 1. We do not prove this (intuitive) result here, as we will prove a more general
result in Section 4.

2.8. State of the art

When all the queues in the network have unlimited capacity, the stationary distribution of the process
has a product form [9]. Furthermore, in the single server case, the computation of the normalizing constant
can be done in O(K M) time using Buzen’s algorithm [10].

Besides the fact that the stationary distribution can be computed efficiently in the unlimited capacity
case, specific methods have been also developed to perform perfect sampling. In [4], the authors first derive
a new Markov chain that is reversible and monotonous, and that has the same stationary distribution as the
original chain. Additionally, this new Markov chain has a sufficiently simple structure so that the coupling
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time can be computed. Overall complexity of their algorithm is in O(K?In(KM)). However, the method
strongly relies on the product form representation of the stationary distribution and it cannot be applied to
the general case of queues with finite capacity.

When the queues have finite capacity, the system is said with blocking. Different types of blocking exist,
depending on the system that is modeled, as described and compared in [11]. According to the terminology
introduced in that survey, our blocking model is RS-RD (repetitive service — random destination). It is proved
that the stationary distribution of closed queueing networks with such a blocking policy has a product form
if the routing is reversible. Approximation results are derived in [12] in the other cases.

In [13], the perfect sampling of bounded free choice Petri nets were studied. This particular class of
Petri nets exhibits another kind of monotonic property: there is a set of extremal states, such that when
the trajectories issued from these states couple, this implies that trajectories issued from all the states have
coupled. In terms of queueing networks, this class corresponds to ring networks (networks composed of a
single cycle) with -/M/1/C queues. For any more general network, where at least one queue has more than
one successors, this monotonicity property is broken.

Finally, the bounding chain approaches that have been used to reduce the algorithmic complexity of the
CFPT algorithm for systems that do not exhibit monotonicity properties rely either on a lattice property
for the state space or on a simple local dynamics of the chain. For example, in the graph coloring problem
considered in [6], each vertex of the graph is assigned a subset of potential colors that is defined only by
the colors of its neighbors. This technique cannot be directly adapted to our model, because of the global
constraint — the constant total number of customers in the network.

3. Diagram representation

The main limitation of Algorithm 1 is its need to enumerate the entire state space in order to compute
the transition function. In this section, we present a more compact way to represent sets of states in order to
avoid this enumeration. A state has two characteristics: the number of customers in each queue, which lays
between zero and its capacity, and the total number of customers, which is constant and equal to M. The
main idea is use these constraints to represent states as paths in a directed graph where each arc represents
a possible number of customers in a queue. Such a directed graph is called a diagram. We will first present
more formally the concept of diagrams and their relation with sets of states, and then describe how the
transitions can be performed directly on diagrams without having to consider sets of states.

3.1. Diagram as a super-representative of a set of states

The idea is to construct a diagram in which any element of § is represented by a path. We begin by
defining the complete diagram, that represents every state of 8, and then we will define diagrams more
generally as some sub-graphs of this complete diagram.

3.1.1. Complete diagram

We define a directed graph such that there is a bijection between the state space § and the maximal
paths of this graph. We call this graph the complete diagram of 8, denoted D = (N, A), where N is the set
of nodes and A the set of arcs.

Nodes of the complete diagram, N C {0,...,K} x{0,...,M}. Intuitively, (¢,f) € N means “the number of
customers in the c first queues is 7. As a consequence, if ¢ is fixed, there are some constraints for a node
(¢,f) to be in N: there exist a state where there are exactly ¢ customers in the first ¢ queues. For ¢ = 0,
the only possibility is £ = 0 and for ¢ = K, necessarily ¢ = M. In general, ¢ must satisfy

K c
grcnin = maX(O, M — Z Cz) S 14 S min(M, ZCZ) = Excnax'
i=c+1 i=1



Indeed, the number of customers cannot exceed the total capacity of the first ¢ queues (hence ¢ ) and
cannot be less than the total number of customers minus the maximum number of customers that can be
present in the other queues. Then,

N=A{(c,0) : ce{l,...,K—1}and £ € {l .-, loax}};
Arcs of the complete diagram, A C N2. Intuitively, ((c—1,¢),(c,£)) € A means “there are £ — ¢’ customers
in queue ¢”. So ((¢,¢),(c,£)) is an arc only if ¢ =c—1and 0 < ¢ — ¢ < C.. Then

A={((c=1,0),(c,0)) : 1<c<Kand0</{—{ <C.}.

For an arc a = ((¢c — 1,¢'), (¢, £)) € A, we set v(a) = £ — ¢’ the value of a.

Graphically, the nodes can be placed on a grid, (¢, £) being placed on the ¢-th column and the ¢-th line,
as shown on Figure 1. The value of an arc (corresponding to the number of customers in a queue) is then
represented by the slope of this arc in the diagram. Although diagrams are directed graphs by definition,
we omit the arrows in the graphical representation. This choice has been done to increase readability of the
figures. As all the arcs are directed from left to right, there is no possible confusion.

Now we establish the bijection between the state space and the set of maximal paths in D. Indeed, by
construction, every maximal path p starts from (0,0), ends at (K, M) and has length K. It can be written
p=((0,0),(1,41),...,(K,M)) and corresponds to the state

(81,62—61,...,60—Ec_l,...,M—éK_l) € 8.

Similarly, for each state (x1,...,2x) € 8, there is an associated the path

C

p=((0,0),(1,21), (2,21 +22),...,(c. Y_wi),..., (K, M)).

=1

We denote by f this bijection: f:8 — D, Vo = (z1,...,2x) € 8,
F@) = ((0,0),(1,21), (2,21 + 22),..., (¢, Y_w3),..., (K, M)).
i=1

Example 1. Consider a network of K =5 queues with capacities C = (1,2,3,2,1), and M = 4 customers.
The cardinality of the state space is then 30. Each state can be represented by a path from node (0,0) to
node (5,4) in the complete diagram given in Figure 1.

3.1.2. Diagrams
Subsets of paths in the complete diagram represent subsets of the state space.

Definition 1. D = (N, A) is a diagram if A C A is such that (0,0) is the only source node (i.e. node with
in-degree 0) and (K, M) is the only sink node (i.e node with out-degree 0) in D apart from isolated nodes.

In a diagram, the mazimal paths are from (0,0) to (K, M) and from now on we will only consider maximal
paths. This also means that every arc of this diagram belongs to a path representing a state of the Markov
chain.

Following the same lines as for the complete diagram, we define II(D) as the set of all paths from node
(0,0) to node (K, M) in D = (N, A). For the set of states, we consider the usual inclusion order C. We
can also define a natural order on the diagrams, that follows the arc inclusion. We say that D = (N, A) is
a sub-diagram of D’ = (N, A’) and write D < D’ if A C A"

We now make a connection between sets of states and diagrams. First define the diagram from a set of
paths from (0,0) to (K, M). Let II be a set of such paths. We denote by Ar; C A the set of arcs appearing
in at least one of those paths.



Figure 1: Complete diagram with K = 5 queues and M = 4 customers with capacity C = (2,1,3,1,2). The bold (and red)
path corresponds to state (2,0,1,0,1). Node (0,0) is the start and (5,4) the end of each path.

From a diagram D = (N, A), we can define the set of states f~*(II(D)). Conversely, from a set of states
S, we can define f(S) C II(D) the set of paths of the diagram, and then the diagram D = (N, A(g)). For
all S C 8 and all D < D, we define

#(8) = (N, Ags))  and (D)= f~H{IL(D)).
Lemma 1. The following propositions hold:
1. ¢ and ¥ are monotone;
2. For all S C8, S C1op(S);
3. ForallD XD, D =¢op(D).
Proof. 1. This is true by construction.

2. Let x be an element of S. The arcs of f(x) are Ay, C Aps). As a consequence, x € (N, Apy)) C
¥(¢(5)) and S C Y(6(5));

3. o(¥(D)) = (N, Ays-r(u(py))) = (N, Am(p)y) = D.

It is worth to notice that ¢ and 1 form an isotone Galois connection [14].

Definition 2. Let S C 8 and D = (N, A) be a diagram. If S = (D), we say that D is a representative of
S. If S C (D), we say that D is a super-representative of S.

Lemma 2. e D is a representative of S;

o o({z}) = (N, Apy)) is a representative of {x}. In other words, y(p({x}) = {z} for all x € §;

e If (N, A) is a representative of S, then A = Ajs(g);

o ¢(S) is the smallest super-representative of S: if D is a super-representative of S, then ¢(S) <X D.
Proof. o II(D) = f(8), so (D) = 8.

® (N, Aj(;)) has exactly K arcs, so it can contain only have one path of length K, that is f(x). So

(o({x})) = {z}.
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Figure 2: A diagram with [II(D)| = 19.

o If (N, A) = S, then (N, A) = ¢(5(N, A)) = ¢(S). Then A = Ay g).

e This is a direct consequence of the fact that ¢ and 1 are an isotone Galois connection.
O

Example 2. Consider D the diagram of Figure 2. It is a sub-diagram of the complete diagram of Figure 1.
With S = {(01111), (10201), (11011), (01300), (11200), (20110), (21001), (21100)}, it can easily be seen that
#(S) = D, but |S| =8 and |p(D)| = 19. So p(p(S)) € S: diagram D is a super-representative of S.

3.2. Transitions on diagrams

We now define the transition function on a diagram. We first describe it formally and show that the
property of being a super-representative of a set of states is preserved by this transition. Then we present
an effective computation of the transition of a diagram which can be implemented in time O(KM?).

3.2.1. Definitions and basic properties
Let (i,7) € R. We note T; ; the transition function defined by:

T;;(D)=¢ot;joy(D), DCD.
Proposition 1. (i) If D is a super-representative for S then T; ;(D) is a super-representative fort; ;(.S).
(it) If |p(D)| =1 then [ o T; ;(D)| = 1.

Proof. (i) S C (D) = t,;(S) Ctijoy(D) CYodpot;;o(D)=y(T;,;(D). SoT;,;(D) is a super-
representative of t; ;(.5).

(11) |w(D)| =1= tz,j o ’Q[J(D)‘ =1= ti,j o w(D) = ’lﬁ o (;50 ti,j ¢} w(D) and |1/J OTZ"]‘(D)| =1.

3.2.2. Algorithm

We present an algorithm that performs transformation T; ; on a diagram D = (N, A). Let us first focus
on the case where ¢ < j, and then describe the necessary adaptation to deal with 7 < .

We divide the set of edges of A in three subsets (not necessarily disjoint).

o Empty is the set of arcs that belong to paths with a value 0 at column i: Empty = {a € A|a€p €
II(D) and f(p); = 0}. These paths represent the states of ¢(A) for which queue ¢ is empty;



e Full is the set of arcs that belong to paths with value C; at column j: Full = {a € A |a € p €
II(D) and f(p); = C;}. These paths represent the states of @(A) for which queue j is full;

e Transit is the set of arcs that belong to the remaining paths: Transit = {a« € A | a € p €
II(D) and f(p); > 0and f(p); < C;}. These paths correspond to states for which one customer
can be transmitted from queue 7 to queue j.

Basically the algorithm performs the following operations: leave the arcs in Empty and Full unchanged, as
these correspond to states where the transmission of one customer from i to j is not possible, and transform
the arcs in Transit according to ¢; ;. The new set of arcs is

c—1
1—1
1
1

}EE ,f),( )| (e —1,0),(c,0)) € Transit and ¢ < i or ¢ > j}

. Ju

Transit’ = 0 {(le—
U {(

0), (6,0 = 1)) | ((i = 1,£), (i, £')) € Transit}
A — ),(C,E’— )) | (( —1,0),(c,?")) € Transit and i < ¢ < j}
0—1),(4,0)) | ((j—1,0),(i,¢)) € Transit}.

)

Theorem 2. Let D be a diagram and Empty, Full, Transit and Transit’ defined as above. Set A’ =
Empty U Full U Transit’. Then T; ;(D) = (N, A").

Proof. Note that every path in D has all its arcs in either Empty, Full or Transit. Counsider a path in II(D).

o If this path has all its arcs in Empty or all its arcs in Full, then this corresponds to a state of ¢ (D)
that is not affected by ¢; ;. Hence this must be a path in (IV, 4’).

o If this path is in Transit, then it corresponds to a state of ¢(D) in which queue i is not empty and
queue j is not full, so one customer will be transferred from queue i to queue j. This affects only the
columns ¢ — 1 to j and the image of these paths by t; ; is given by Transit’.

O

Example 3. Figure 3 shows the successive steps to compute Ty 3(D), where D is the diagram of Figure
2. First, we determine the subsets Empty, Full and Transit. Note that we only need to focus on arcs
between columns 0 to 3, as the arcs involving the other columns are left unchanged. Second, we determine
Transit’. Graphically, the value of every arc of Transit starting in column 0 decreases by 1 (its destination
is modified accordingly); the value of every arc ending in column 3 increases by 1 (its origin is modified
accordingly); every other arc of Transit is shifted upwards by one unit. Finally, Ty 3(D) = (N, A’") with
A" = Empty U Full U Transit’.

The case j < i is similar. Consider a new diagram D, obtained from D by changing the orientation of
all the arcs in A and renaming the nodes (c, ) to (K — ¢, M — ). Diagram D then represents exactly the
same set of states when the order of the queues is reversed. Then the above algorithm applied to D gives a
new diagram D. By changing once again the orientation of all the arcs and renaming the nodes in to their
original labels, we get T; ;(D).

3.2.83. Implementation and complezity

Let D = (N, A) be a diagram. Each column ¢ of D can be represented by an incidence (Boolean) matrix
X of size (M +1) x (M +1), i.e., X.(¢,0)=11if ((¢—1,£),(c,?')) € A and 0 otherwise. Those matrices
are upper-triangular as X (£,¢') =1 = £ < {'. A diagram is then represented by K matrices Xi,..., Xk.
A transition T; ; only affects matrices X;, X;41,..., X; but in the worst case transition 77 g affects each
matrix. Identifying the sets Empty, Full and Transit can be done using K vector by matrix multiplications,
in time O(KM?). The subset Transit’ can be computed by using shift operations on binary matrices in
time O(K M?), and the recombination of &mpty, Full and Transit' is just the sum of at most K matrices,
which can also be done in O(KM?)). As a consequence, the overall time complexity of computing 75 ;(D)
is O(KM?).



Transit Transit’

Figure 3: Transition 71 3(D).

4. Diagram CFTP

4.1. Correctness of the algorithm

In Algorithm 2 we present a CFTP algorithm that uses diagrams instead of sets of states. There are few
changes compared to Algorithm 1: 8 is replaced by D, t; ; by T; ; and F) by T = Ty 0Ty 00Ty
The stopping criterion then becomes |[II(T)(D))| = 1.

If the algorithm almost surely terminates in finite time, then sg is distributed according to the stationary
distribution of the queueing network. This is a direct consequence of Proposition 1. Indeed, if [TI(F™ (D))| =
1, then diagram F' (")(D) is the representative of the unique state that would be obtained with the exact
CFTP.

n+1°

4.2. Termination of the algorithm

We now want to show that the diagram is a representation of states that is refined enough to ensure the
termination of the CFTP algorithm with probability 1. We distinguish two cases: when every queue has
capacity at least M (then they behave like ./M/1/00 queues), and the general case.

4.2.1. Every queue has infinite capacity

Consider (@, R) the topological representation of the network. Consider a spanning tree of this graph,
where all the arcs of this tree are directed to their ancestor and a sequence of the arcs of this tree
(i1,71), (i2,42)y - -+, (i -1, JKc—1) where the nodes iy, ...,ix_1 follow a topological ordering (increasing from
the leaves to the root). In other words, every queue appears exactly once in {i1,...,ix_1}, except the root
of the tree and Vz € {1,..., K — 1}, i, € {jo41,---,JK—1}

The high-level idea is to construct a coupling sequence of transitions for which the image of the complete
diagram is a single-path diagram. Informally, such sequence can be obtained by ”sending the customers”
from the leaves to the root of such spanning tree.



Algorithm 2: CFTP algorithm with diagram
Data: (U_,, = (i—pn,j—n))nen an i.i.d. sequence of r.v., F' a functional representation of an ergodic
Markov chain on a finite set S.
Result: A sample sg € § according to the stationary distribution of the Markov chain.

1 begin

2 n < 1;

3 D« TW(D);

a while [TI(D)| # 1 do

5 n < 2n;

6 D « T™(D);

7 end

8 po ¢ the unique element of set II(D) ;
9  return f~1(po)
10 end

Theorem 3. If every queue has capacity at least M, then ‘T(]'\i{(—l K1)

o...oTM

(il,jl)(D)| =1

Proof. The proof has three steps.

(i) Action of T(J;/’[j) on D = (N,A). Assume without loss of generality that ¢ < j. Let us denote A; the
set of arcs in D from column 7 — 1 to column ¢ and set gmax = max(v(a), a € A;). For each path 7 in
II(D), (t;,;(¥(7))); = max(¢(m); — 1,0). Then in T; ;(D), there is no arc in column ¢ with value more than
max(gmax — 1,0). But then, applying this argument M times, in T% (D), there is no arc with value more
than max(gmax — M,0) = 0 as gmax < M.

(ii) On columns with every arc having value 0. Consider a diagram D such that every outgoing arc in
column i — 1 has value 0, and that no transition of type (j,7), for some j # ¢ is performed. Then the slopes
of column ¢ are unchanged and remain 0. Indeed, for any state € ¥(D), z; = 0 and t; ;:(z); = 0 whenever
j' #1i. As a consequence, in T j/(D), every outgoing arc from column ¢ — 1 has value 0.

(iii) Conclusion. Compute T(Jl\./ijl)(D). All the arcs in column 4, have value 0, and as i1 ¢ {ja2,...,dx-1},
the value of the arcs at this columns will remain 0. Consider a diagram D where all the arcs in the columns
i1,...,1,—1 have value 0. When applying Tiﬁ{jz to D, the values of the arcs in those columns will remain
0. Moreover all the arcs in column ¢, will become 0. So, by induction, T(Jl\iihmil) ©...0 Té{)jl)(D) is a
diagram where all the arcs in all the columns have value 0, except the arcs of column jx_1, that must then
have value M. There is only one such arc and consequently only one path with this property, corresponding
to the state that has all the customers in queue jr_. O

4.2.2. General case
The proof in the general case is much more complex. We will use the network of Figure 4 to explain the
main steps of the proof. Every queue has finite capacity 2 and the total number of customers is 4.

jﬁc%ﬂ 393)

4

Figure 4: Example of a network of queues.

In the general case the spanning tree transition sequence of Theorem 3, T = T(Jx(_l i 1) OO T(ZJ.V{ i)
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is no longer a coupling sequence for the original system. Consider the network in Figure 4 (with C' =
(2,2,2,2,2) and M = 4) and the following spanning tree, rooted in queue 2: i = (i1,...,44) = (5,1,3,4)
and j = (j1,....ja) = (1,2,4,2). Then T = T o
7(2,2,0,0,0) = (2,2,0,0,0) # (0,2,0,2,0) = 7(0,2,2,0,0). Intuitively, the customers remain ”blocked” in
different branches of the spanning tree due to the finite capacity of their common ancestors (queue 2 in our
example).

To avoid this, the idea is to ”connect” different branches of the tree. Instead of trying to send all the
customers to the root of a spanning tree, we will send them across a path that connects all the queues.

As we assume that the network is strongly connected, it is possible to find a path that visits all the
queues at least once. Consider a shortest path (for path inclusion) with this property. In particular, this is
not a cycle and the first and last queues are visited only once. We also assume that the queues are numbered
in their order of appearance in the path and denote by w = 1,2,3,4y4,...,4,_1, K this path (we know that
the first queue is queue 1, the second 2 and the third 3, and the last queue is K). There might exist p and
¢ such that i, =i, and p # ¢. In the network of Figure 4, we can choose w = 1,2, 3,4,2,5.

The high level idea for the general case is to send customers one by one across this path and they will
end up first filling queue K, the last queue of the path, then queue i,,_1 etc. More formally, if we consider
the original Markov chain, the sequence

° Tl = Tl © Ty © Thay © Ty We get

c Cin_y G c c
(t(if,l,K) © t(z'nfa,infl) e 0 t(3,4i4) ° t(23,3) © t(f?)

)M

is a coupling sequence of transitions. However, finding a coupling sequence for diagrams is more complex.
As diagrams are super-representatives of the subsets of states, we will first need to make sure that diagrams
become exact representatives of subsets of states for some initial prefix of this path in order to map the
coupling sequence on the states to a coupling sequence on the diagrams. We first formalize this idea of exact
representatives on a prefix of the path.

Saturated states. The path consisting of the p first nodes of w is denoted w,. Saturated states for the prefix
w), are the states where the customers in the queues appearing in w,, are all concentrated at the end of the
path w,. We now give a formal definition of these states.

First recall that when considering any state of 8, the nodes (¢, #) that can be reached by a path from
(0,0) satisfy

K c
lrnin = max (0, M — Z C;) < ¢ < min(M, Zci) = linax-
i=c+1 i=1

Let j1 = ip,...,jc = 1 be the order of appearance of the queues in w, read from right to left. For each

£ € [lmin, fmax|, @ saturated state x, satisfies

q—1

, = max(0,min(C;,,. £ — > Cy)). (1)

i=1

Ty

For each ¢ € [lin, fmax), the number of customers of a saturated state is fixed in each of the ¢ first columns
and there are no constraints for the other queues.

The saturated diagram for wy, is the diagram of the saturated states for w, and is denoted D,.

For the network of Figure 4, the saturated states for wy = 1,2 are the paths represented by the diagram
of Figure 5 (left) and the saturated states for ws = 1,2,3,4,2 are the paths represented by the diagram
of Figure 5 (right). Note that even if those two paths end with the same queue, the saturated states are
completely different. Indeed, in the first case, the constraints for the customers only concern queues 1 and
2, whereas in the second case, the constraints concern all queues except the last one.

Figure 5: Saturated diagrams for the network of Figure 4.

11



Tree property. We now define a property of the diagrams that will be maintained by applying a special
sequence of T; ;. Saturated diagrams satisfy this property.
A diagram D = (N, A) is said to satisfy the tree property (T.) if for all ¢ < ¢ such that (¢, ¢) is reachable,

1. The set I(c,0) ={s | ((¢ —1,0),(c', £+ s)) € A} is an interval denoted I(c,¢) = [s(c, £),3(c, 0)];
2. If (¢ — 1,£+ 1) is reachable, then 5(¢/,¢) = s(¢, £+ 1).
A diagram that satisfies the tree property (T.) has the following properties:

e The structure of the diagram of the ¢ first columns is a tree of root (0,0) (each node on a path from
(0,0) to any node of column ¢ has in-degree 1);

e There is a one-to-one correspondence between the paths of the diagrams from (0,0) to column ¢ and
the restrictions of the states to the c first queues;

e A diagram with the tree property (JTx) contains only one path: it is the representative of a single
state.

Obviously, if a diagram D satisfies (7¢), then it also satisfies (T,) for all ¢/ < c.
On Figure 5, Dy and Ds respectively satisfy (T2) and (T4). More generally, we have the following

property:
Lemma 3. The diagram D, satisfies (T;), where ¢ = max(iy : 1 <k <p).

Proof. The proof follows from (1) and the fact that the queues are numbered according to their order of
appearance in the path. O

We now state the two key lemmas of the proof.

Lemma 4. If D satisfies property (T.) and i,j < c, then,

¥(Ti;(D)) = ti;(b(D))
and T; ;(D) also satisfies property (T.).

Proof. We consider the case i < j < c¢. The case j < i < ¢ is similar.

We denote by Ay the arcs between columns k — 1 and k: Ay = AN {((k — 1,¢),(k,¢')) € A} and
Emptyy, Full, and Transity the arcs of Ay in respectively Empty, Full and Transit. First notice that if
Transit; =0, T; j(D) = D, so only the case where Transit; # () needs to be investigated. In that case, the
following properties are satisfied:

o Vk e {i,...,j}, Emptyr N (Transity U Full,) = 0;
e Transit; N Full; = 0 and Vk € {i,...,j — 1}, |Transity, N Fully| = 1.

Indeed, in column ¢ — 1, from property (7.), there exists £¢ such that V¢ < ¢%, I(i,¢) = {0}, V¢ > ¢¢,
{0} ¢ I(i,£) and {0} C I(7,£¢). Then the arcs in Emptyy, are the ones that also belong to a path containing
((t —1,0),(i,¢)), with £ < ¢¢ and the arcs in Transit, U Fully, are the ones on the paths not containing
those arcs. Then because of property (T.), Empty, N (Transit, U Fully) = 0 for all k € {i,...,j}. For each
ke {i,j}, weset £ =max{l |3 st. ((k—1,0), (k') € Emptys}.

Next, by construction Transit; N Full; = () also holds for any diagram. Moreover, in any other column
ke {i,...,5 — 1}, |Transit; N Full;| = 1. Indeed, there exists a unique 65 such that ((j — 1,55), (4, E; +
C; — 1)) € Transit; and ((j — l,ﬁf), (4,0 + C;)) € Full;. As the in-degree of node (j — 1,6{) is one (tree
property), there exists a unique arc ((j — 2, 4:1)7 (j— ijf-)) € Fullj_1 N Transit;_,, and similarly, Yk > 1,
there exists a unique €£ such that ((k — 1, ﬁi), (k, €£+1)) € Fully, N Transity.

12



Now, following Theorem 2 and denoting I'(¢/,¢) = {s | ((¢' = 1,¢),(c',£ + s)) € A’}, we are ready to
compute D' = (N, A’) = T; ;(D), which is given by the following table:

I'(i, 0) I'(k, 0) (5, 0)
< 1(i,0) = {0} I(k, 0) 1(5,0)
0= [s(,£0),5(i,0) — 1] I(k, ) UI(k, 0+ 1) I(k,0) U[s(j, £+ 1) +1,5(j,£ + 1) + 1]
0 —1>0>06 | 56,0 —1,5(,£) — 1] I(k,0+1) [s(4, £ + 1) +1,5(j, £+ 1) + 1]
Z:ff:—l [s(i,0) — 1,5(i, ¢) — 1] I(k7€+1)ﬂ[0,f£+1 —fﬁ] [s(4,£+1) +1,Cj]
t=1tf [s(i,0) = 1,55, 0)] | I(k, 0+ 1) N [e],, — €], M] {C}
>4 I(i,0) I(k,0) I1(5,¢) = {C;}

It can be easily checked that D’ then satisfies property (7).
O

A direct consequence of this lemma is that if D is a representative of S, ¥(T; ;(D)) = ¥(T; ;(¢(S5))) =
ti,j(V(4(9))) = t;,;(S) and T; ;(D) is a representative of ¢; ;(5).

Figure 6 illustrates Lemma 4: we consider the saturated diagram D4 and compute Ty 2(D4). We have
wy = 1,2,3,4 and ¢ = 4. Lemma 3 implies property (T4). Lemma 4 implies in particular that this property

is preserved by T} ».
O—0O O
O O

O

O 0O\0
O O O O

O O O O
O O O O

Dy Ty 2(D4)

O 00 0O

Figure 6: Computation of Ty 2(D4).

It remains to study the behavior of a transition of the diagram satisfying (T.) when queue ¢ + 1 is
involved. We only need to consider the transitions 7 .11 with ¢ < ¢ as we will only use such transitions.
The idea is to define a non-negative quantity RC(D) that decreases each time T; .41 is performed. In the
proof of the main theorem, this will be used to show that when this quantity becomes stationary, then a
saturated diagram is obtained for a longer prefix.

Fix ¢ and define the quantity

RC(D) = Z Cer1 —v(a),

a€Acq1

that is the sum on all the arcs of column ¢ + 1 of the remaining capacity of queue ¢ 4+ 1. Note that for all
arcs in Agtq, Ceqr1 —v(a) >0, so RC(D) > 0.

Lemma 5. Suppose D = D, and satisfies (T.) with ¢ = max(ir : 1 <k < p).Then RC(T;, 11(D)) <
RC(D), with equality if and only if D satisfies property (Toy1), D =X Dpy1 and T;, 11(D) = D.

Proof. Let us first focus on RC(Tjc41(D)) < RC(D). Set D' = (N,A’) = T;, c+1(D) and assume that
D' # D. We show that there is a surjective relation h between A..; and A, , such that Va € A.i1,
v(a) < v(h(a)). Then, Cey1 — v(a) > Cey1 — v(h(a)), hence the inequality. Similarly to the proof of

13



Lemma 4, Emptycr1 N (Fulley1 U Transiter1) = 0. For a € Emptyc.1, we set h(a) = a. By definition,
Fulley1 N Transiter1 = 0. We set h(a) = a if a € Fulley; and if a = ((¢,£),(c + 1,£)) € Transit.i1,
we set h(a) = ((¢,f —1),(c+1,0')) € A.,,. Because Emptycy1, Fulloy1 and Transit.,1 partition Acyq,
h(Acy1) = Al ;. So h is a surjective relation and it can be easily checked that Va € A1, v(a) < v(h(a)).

Now suppose that RC(T;, .41(D)) = RC(D). This means that Va € Aci1, h(a) = aand T;, c11(D)
So every path of TI(D), it is in Full or Empty. If it is in Full, then the state is saturated (because D <
If it is in Empty, then every other queue < ¢+ 1 is also empty (we know that i, is empty and D <
which means that this state is also saturated: D =< Dpy.

=D.
D,).
Dy),

O

We are now ready to show the following theorem:

Theorem 4. There is a function T =Ty, |, © -0 Tk, k, such that |II(T(D))| = 1.

Proof. We proceed by induction on the prefixes w, of w and show that there exists a function such that
T,(D) = D,,.

Initialization: Any diagram satisfies property (T71) and any diagram is saturated for wy.

Induction: Suppose there exists a function T, that reaches D,. Let t, be the corresponding function
that transforms the state space. Two cases need to be considered:

a) ip+1 appears in wy,: According to Lemma 3, D,, satisfies property (T;), where ¢ = max(iy, : 1 <k < p).
Then, according to Lemma 4, by applying function T; ;, with ¢, < ¢ to D,,, exact representatives are
computed. Let ¢ = max{r <p | i, =ipt1}.

T(D,) = (Tiyip+1 0 Tiyriy 00 T Girs1 (Dy) = Dy

q+17iq+2)

is a saturated diagram for w,41. It is sufficient to show that for every x € ¥(D,), t € ¥(Dp41) and
that every saturated state of 1(D,4+1) can be obtained. Note that (tip’ierl ol 1,i, 00 tiﬁhiqﬂ)
moves one customer from queue i,. if any to the last queue of ig41,...,ip+1 that is not full, hence
the result. Indeed, either a state is already saturated (for wyy1) and queues ig11,...,ip+1 are full, or
it is not saturated, and all the queues in {i1,...,7g—1}\{ig+1,...,9p+1} are empty.

v ©T)™(D) and D™ = Ty, 0 (T}, 4., o T)" H(D).
D' =< D,,. According to Lemma 5, the sequence RC(D,,) is decreasing (7, does not modify the arcs
in A.11), bounded above by 0, so it is ultimately stationary. Moreover, when it is stationary, diagram
D,41 is reached. Let ng be the rank from which RC'(D") is stationary. We can take

b) ip+1 does not appear in wyp: Let D™ = (T;

Tp1 = (T oTp,)™.

p1ip+1
Conclusion: There exists a sequence such that T'(D) is saturated for w. As w is a path that visits each queue
at least once, this implies property (Tx) (Lemma 3). This diagram then contains exactly one path. O

5. Numerical experiments

We investigate the coupling time of diagram CFTP (Algorithm 2) on two small examples. We call the
coupling time (CT) the value of n when the algorithm stops.*

The coupling time of Algorithm 2 is greater than that of Algorithm 1. This is because the diagrams
computed in Algorithm 2 are super-representatives of the sets of states that are obtained in Algorithm 1,
provided each uses the same sequence of variables (Up,).

1In Algorithms 1 and 2, at each iteration of the while loop the value of n is doubled. While it is not necessary to double n
in the classical (non-monotone) CFTP (Algorithm 1), this adds at most a multiplicative factor 2 to the exact coupling time. In
the new diagram CFTP it is mandatory to double n since this avoids quadratic dependence on the coupling time (for similar
reasons as in the monotone case, see [3]).
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We will see that in our experiments the algorithmic cost induced by this is negligible compared to the
algorithmic gain of one-step computation of the algorithm when using diagrams.

As our main objective is to compare the coupling times and the running times of diagram CFTP (Algo-
rithm 2) and the classical Propp and Wilson CFTP [3] (Algorithm 1), we consider only small examples for
which Algorithm 1 can be performed in reasonable time.

The first example is a network of 8 queues with customer population limited to 35. The second example
is a ring network, a special case for which there is another effective CFTP algorithm that is based on
identifying a set of extremal trajectories [13]. This method cannot be applied if there is a queue that has
more than one successor. In the closed queueing networks setting, this constraint implies a ring network
topology.

Our experiments are performed on a desktop machine using Matlab.

5.1. Small network
Consider the network in Figure 7 with K = 8 queues. This is a model of a store-and-forward packet
switching network from [12].

0.5

O

Figure 7: Queueing network with K = 8 queues.

The mean coupling times and the running times (in seconds) for Algorithm 1 and Algorithm 2 are
reported in Figure 8 when the number M of customers in the network takes values 1,3,5,...,35. For a given
M, the capacity of each queue is f%}, and each point of the graph is the average of 100 independent runs.

The coupling times are very close — their ratio is between 1 and 1.2. This confirms that while the
diagrams are not exact representatives of sets of states, their coupling time is close to that of the original
system.

The solidarity of coupling times in the two models depends on the choice of ordering of queues. Intuitively,
transitions in the diagram are more “informative” if the queues in the diagram are close together. In
particular, this is why we chose to put queues that have routing probabilities 1 next to one another.

Although the coupling times are close, Algorithm 1 does not stop in reasonable time (less than one day)
in our experiment when M > 27. Algorithm 2 is not so sensitive to M for this network: the running time
of the algorithm is less than 2.3 sec. when M = 35.

5000 T T 35000 T T
qEJ r Algorithm 2 —— r T 30000- Algorithm 2 —— ]
4000 - i ] i
5 i Algorithm 1 —¢— & 5s000l Algorithm 1 —¢« |
w
2 3000 1 £
ol 1 =
= o
8 2000 B <
1 c
S 1000 . S
@ | &
= 0
0 5 10 15 20 25 30 35

Figure 8: Comparison of Algorithm 1 and 2 for the network from Figure 7. Left: mean coupling time; right: running time (for
100 runs).
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5.2. Ring network

Consider the ring network in which p; ; =1 iff j = (i + 1) (mod K). In this particular network there
exists a set of extremal states of cardinality M, that are the states where all the customers are in the same
queue. The coupling time of trajectories issued from this set of states is the same as the exact coupling time
of all the trajectories [13]. Thus, in this particular network we can compare the exact coupling time with
the coupling time of Algorithm 1.

In these experiments, K takes values 1,3,5,...,25. Two cases are studied: M = 2K and M = 5K, and
the capacity of the queues are 2%, that is, respectively 4 and 10. Each point on the graph is the mean of
100 simulations.

The ratio of the mean coupling times of Algorithms 1 and 2, and the mean of the coupling times in
Algorithms 1 and 2 are reported in Figure 9.

o

g 16 : 60000 w

= Alg 1 M = 2K ——
15 v i

2 E 200007 Alg 1 M = 5K -

= =]

g 4 o 40000 [ Alg 2 M = 2K —%—

c .

S 13 3 30000} A9 2 M =5K—&-

c 35

S 12 S 20000

S c

5 S 10000

o = 0

2

5 5 10 15 20 25 5 10 15 20 25

Figure 9: Comparison of Algorithms 1 and 2 for the ring network. Left: ratio of mean coupling times; right: mean coupling
times.

The ratios are close to 1, grow with K and M, and are always between 1 and 2. Remarkably, this ratio
seems to decrease with M /K. Moreover, the coupling time of both algorithms grows exponentially with K
and M.

6. Conclusion

The main contribution of this paper is deriving an effective CE'TP algorithm for closed queueing networks.
Our approach does not assume a product form or some specific topology of the network, unlike all the previous
results in the literature.

For simplicity of exposition, we focused here on single server queues. Extension to multiserver case is
straightforward, at least for the following two results: 1) almost sure termination of the algorithm and 2)
polynomial computational complexity of the transition function. The main difference is the definition of
events. In the single server case, there is at most one routing event per couple of queues. If there are n servers,
one can define n events per couple of queues so that all the events have state-independent probabilities. This
will however potentially add a factor n to the complexity of the one-step transition function.

The other possible extension is to consider closed queueing networks with other types of routing, or other
models where each event can modify only a very limited number of components and only by some bounded
amount.

Another direction for future research is to investigate more closely the implementation of the transition
function for the diagrams. We conjecture that, under reasonable assumptions, there is an algorithm for the
transition function that is in O(KM).

The major theoretical challenge is the analytical analysis of the coupling times.
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