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Abstract

Starting from any graph on {1,...,n}, consider the Markov chain where
at each time-step a uniformly chosen vertex is disconnected from all of its
neighbors and reconnected to another uniformly chosen vertex. This Markov
chain has a stationary distribution whose support is the set of non-empty
forests on {1,...,n}. The random forest corresponding to this stationary
distribution has interesting connections with the uniform rooted labeled tree
and the uniform attachment tree. We fully characterize its degree distribu-
tion, the distribution of its number of trees, and the limit distribution of the
size of a tree sampled uniformly. We also show that the size of the largest
tree is asymptotically alogn, where a = (1 —1log(e —1))~! a2 2.18, and that
the degree of the most connected vertex is asymptotically logn/loglogn.
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1 Introduction

1.1 The model

Consider a Markov chain on the space of directed graphs on {1,...,n}, for a
fixed n > 2, whose transition probabilities are defined as follows: at each time-
step,

1. Choose an ordered pair of distinct vertices (u,v) uniformly at random.
2. Disconnect v from all of its neighbors, then add the edge ub.

Note that if ut is already the only edge attached to v at time ¢, then the graph
is unchanged at time ¢ + 1. A simple example illustrating the dynamics of this
Markov chain is depicted in Figure 1.
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Figure 1: Example of four successive transitions of the Markov chain. Starting from the
left-most graph, transitions are represented by dashed arrows decorated with the pair
(u,v) that is chosen uniformly at each step.

This Markov chain has a stationary distribution whose support is the set of non-
empty rooted forests on {1,...,n}. By rooted forest we mean a disjoint union of
rooted trees — or, equivalently, a directed graph where each vertex has at most one
incoming edge; any vertex p with no incoming edge can then be seen as the root of
a tree consisting of all vertices accessible from p. To see why the stationary graph
is a rooted forest, note that:

e The graph cannot be empty because there is always an edge between the two
vertices involved in the last transition.



e Starting from any graph, the chain will eventually reach a forest (for instance,
the sequence of transitions (1,2), (1,3),...,(1,n) will at some point turn the
graph into the star graph rooted on vertex 1).

e The chain cannot leave the set of forests because its transitions cannot make
a vertex have two incoming edges.

e Any non-empty rooted forest is accessible from any other graph (if not clear,
this will become apparent in Section 2).

e The chain is aperiodic because it can stay in the same state.

The stationary distribution of this chain is the random forest model that we study
in this paper. We call it the Moran forest, and use the notation %, to denote
a random forest having this distribution. Our interest in this object lies in its
connection with the Moran model of population genetics [20]. The Moran model
describes the dynamics of a population of constant size n where, at each time
step, two distinct individuals are sampled uniformly at random, and the second
one is replaced by a copy of the first one. The Markov chain that we consider
thus corresponds to the family structure of extant individuals in a Moran model.
The Moran model is a central object in mathematical population genetics [10,
12], whose extensions have been used in a variety of other contexts, including
diversification [15, 21] and evolutionary game theory [22].

1.2 Main results

Our first result, which we detail in Section 2, is that there is a simple way to
sample %,. This construction enables us to study several of its statistics, such
as its number of trees (Section 3.1), its degree distribution (Section 4.1), and
the typical size of its trees (Section 5.2). Some of these results are presented in
Table 1.

Notation Variable Distribution
N, Number of trees > I, where I, ~ Ber(%)
=1
D Asymptotic degree Ber(1 — U) + Poisson(U),
distribution where U ~ Unif([0, 1])
v Asymptotic size of Geometric(e™¥),
a uniform tree where X ~ 2xdzx on [0, 1]

Table 1: Some statistics of the Moran forest, for fixed n in the case of the number of trees,
and as n — oo for the degree and the size of a uniform tree. Note that the degree also
has a simple, explicit distribution for fixed n (see Proposition 4.1); also, the Bernoulli and
the Poisson r.v. appearing in the sum correspond respectively to the in- and out-degrees.
The Bernoulli variables I, used to describe the distribution of IV, are independent and,
conditional on U, so are the Bernoulli and Poisson variables used for the distribution of D.

In Section 3.2, we show that the Moran forest is closely linked to the uniform
rooted labeled tree. Specifically, we prove the following theorem.



Theorem 1.1. Let T be a uniform rooted tree on {1,...,n —1}. From this tree,
build a forest F on {1,...,n} according to the following procedure:

1. Remove all decreasing edges from T (that is, edges ub pointing away from
the root such that u > v).

2. Add a vertez labeled n and connect it to a uniformly chosen vertex of T
3. Relabel vertices according to a uniform permutation of {1,...,n}.
Then, the resulting forest F has the law of the Moran forest F,.

Finally, we study the asymptotic concentration of the largest degree and of the
size of the largest tree of %,. The following theorems are proved in Sections 4.2
and 5.3, respectively.

Theorem 1.2. Let D denote the largest degree of &,. Then,

logn logn logloglogn

DX — + (1+0p(1))

loglogn (loglogn)?

where 0,(1) denotes a sequence of random variables that goes to 0 in probability.
Theorem 1.3. Let T denote the size of the largest tree of F,. Then,
e = a(logn — (14 0,(1)) loglog n),

where a = (1 — log(e — 1))~ ~ 2.18019.

2 Sampling of the stationary distribution

2.1 Backward construction

Consider an ii.d. sequence ((V;,W,),t € Z), where (V;,W,) is uniformly dis-
tributed on the set of ordered pairs of distinct elements of {1,...,n}. These
variables are meant to encode the transitions of the chain: W, represents the ver-
tex that is disconnected at step ¢, and V; the vertex to which W; is then connected.
We now explain how to construct a chain (%,(t), t € Z) of forests by looking at
the sequence ((V;, W), t € Z) backwards in time.

Fix a focal time t € Z. For each vertex w, let us denote by
T(w) == max{s < t: W, =w}
the last time before ¢ that w was chosen to be disconnected, and define
my(w) = Ve (w)

to be the vertex to which it was then reconnected. We refer to the time 7,(w) as
the birth time of w, and to the vertex m;(w) as its mother. Note that the variables
(1¢(w), 1 < w < n) are independent of (m;(w), 1 < v < n).

Now, for each s < t, let the vertices be in one of two states, active or inactive, as
follows: vertex w is active at times s such that 7(w) < s < t, and inactive at times
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s < 1i(w). Finally, let %,(t) be the forest obtained by connecting each vertex w
to its mother if the mother is active at the time of birth of w, that is,

there is an edge from m;(w) to w <= T(my(w)) < 7(w).

This procedure is illustrated in Figure 2.
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Figure 2: Illustration of the backward construction. Each vertex corresponds to a vertical
line. A pair (V;, W,) is represented by an arrow V; — W;. The line representing a vertex
is solid black when that vertex is active, and dashed grey when it is inactive. Arrows
pointing to inactive vertices are represented in dashed grey because they have no impact
on the state of the graph at the focal time: their effect has been erased by subsequent
arrows.

Let us show that the chain (%,(t), t € Z) has the same transitions as the chain
described in the introduction. First, note that for w # W; we have 7(w) = 71 (w),
and thus my(w) = my_1(w). As a result, edges that do not involve W; are the same
in %,(t) and in %, (t—1). Now, 7,(W}) = t, so that W, is always inactive as a mother
in the construction of F,(t), and m,(W;) = V; with 7(V;) < ¢, so that W, is linked
to V; in F,(t). In other words, %,(t) is obtained from %, (t — 1) by disconnecting
W; from its neighbors, and then connecting it to V;. This corresponds to the
transitions of the chain described in the introduction.

Finally, (%,(t), t € Z) is stationary by construction, and thus %, (¢) is distributed
as the Moran forest for all time ¢ € Z.

2.2 Uniform attachment construction

We now give a forward-in-time variant of the construction described in the previous
section. This forward-in-time procedure, which we call the uniform attachment
construction (UA construction for short), is our main tool to study %, and will be
used throughout the rest of the paper.

In the following, we fix n > 2, since the forest %, is not defined for n = 1.
Let (Un(£), 1 < £ < n) be a vector of independent variables such that U, (¢) is
uniformly distributed on {1,...,n} \ {¢}. Consider the forest #* on {1,...,n}
obtained by setting

there is an edge from k to ¢, with k < { < U,({) = k.



We will show that, after relabeling the vertices of #* according to a uniform
permutation of {1,...,n}, we obtain the Moran forest. Before this let us make a
few remarks.

First, it will be helpful to think of the construction of * as a sequential process
where, starting from a single vertex labeled 1, for £ = 2,... n we add a new vertex
labeled ¢ and connect it to U, (¢) if U, (¢) < ¢. See Figure 3. This will make the link
with some well-known stochastic processes more intuitive. This also explains that
we speak of the (-th vertex in the UA construction to refer to vertex £ in % *.

Second, the edges of F* are by construction increasing, in the sense that every

edge uv in the graph is such that u < v.

Rooted trees that have only increasing edges are known as recursive trees [9],
and forests of recursive trees have been called recursive forests [5]. Recursive
trees have been studied extensively. In particular, the uniform attachment tree,
which corresponds to the uniform distribution over the set of recursive trees, has
received much attention [6, 18, 19]. However, the random forest F* does not
seem to correspond to any previously studied model of random recursive forest (in
particular, it is not uniformly distributed over the set of recursive forests).
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Figure 3: Illustration of the uniform attachment construction for n = 7 and the vector
Un(1),...,Un(n)) = (5,4,2,1,2,7,2). The ¢-th vertical line from the left corresponds
to vertex o(f) (i.e, in the sequential vision, to the ¢-th vertex that is added). U, (¥)
is represented by the arrow pointing from the U, (¢)-th line to the ¢-th one at time /.
Compare this with Figure 2: the vertical lines corresponding to the vertices have been
reordered in increasing order of their birth time, and the grey arrows that left no trace on
the graph at the focal time have been removed.

Proposition 2.1. The random forest obtained by relabeling the vertices of F*
according to a uniform permutation of {1,...,n} is distributed as the Moran forest.

Proof. Consider the forest %,(0) built from the variables ((V;, W;), t € Z) in the
previous section. To ease notation, we will omit the subscript in 79 and mg. The
proof hinges on the fact that there is a natural coupling of %,(0) with a forest &'
having the aforementioned distribution, in a way such that conditional on &' = F,
F,(0) is a uniform relabeling of F.

Let us relabel the vertices in increasing order of their birth time: since the variables
(7(v), 1 < v < n) are all distinct, there exists a unique permutation o of {1,... ,n}
such that



In words, o(¢) is the ¢(-th vertex that was born in the construction of %,(0). Using
the new labeling, let us denote its birth time by 7*(¢) = 7(¢(¢)) and its mother
by m*(€) = o= (m(a(0))).

Now, for every vertex v = o({),

there is an edge from m(v) to v in F,(0) <= 7(m(v)) < 7(v)
— 7T (m*(l)) < 1(0)
— m'(l) <.

Thus, if we set U,(¢) = m*(¢) in the construction of &* then ¢ is connected to
m*(¢) if and only if v = ¢(¢) is connected to m(v) = o(m*(¢)) in %,(0). Therefore,
to finish the proof we have to show that:

(i) The variables (m*(¢), 1 < ¢ < n) are independent and such that m*(¢) is
uniformly distributed on {1,...,n}\ {¢}.

(ii) The permutation ¢ is uniform and independent of (m*(¢), 1 < ¢ < n).

First, note that by construction the variables (m(v), 1 < v < n) are independent
and that for each v, m(v) is uniformly distributed on {1,...,n} \ {v}. Since the
permutation o depends only on the variables (7(v), 1 < v < n), which are inde-
pendent of (m(v), 1 < v < n), we see that o is independent of (m(v), 1 < v < n).
Moreover, the variables (7(v), 1 < v < n) are exchangeable so the permutation
o is uniform. Now, for any fixed permutation 7 of {1,...n} and any fixed map

f:AL,....;n} = {1,...,n} such that f(¢) # ¢ for all ¢, we have

Plo=nm,m"=f) = IP(O':W,m:WOfOﬂ'_l)
1 1
n!(n—1)"’

concluding the proof. O]

One might hope to obtain a complete description of the distribution of the Moran
forest from the UA construction. Indeed, let us denote by (51, ..., Sy, ) the sizes of
the trees in the Moran forest, labeled in decreasing order of their sizes, and where
N,, is the number of trees. Then it is clear from the UA construction, that condi-
tional on the vector (Si,...,Sy,), the trees of the Moran forest are independent
uniform attachment trees. Therefore, the study of the Moran forest reduces to
that of the distribution of (Si,..., S, ). In the terminology of exchangeable par-
titions, we need to study the exchangeable partition probability function (EPPF)
of the Moran forest [23]. However, we could not find any closed expression for this
EPPF. Note that the Moran forest is not sampling consistent, i.e., the restriction
of F,11 to {1,...,n} is not distributed as %,. Therefore the EPPF of the Moran
forest cannot be obtained through a Chinese restaurant process.



3 Number of trees

3.1 Law of the number of trees

In the UA construction, let I, = 1y, ¢)<¢; be the indicator variable of the event
“the ¢-th vertex was linked to a previously added vertex”. The variables (I, ..., I,)
are thus independent Bernoulli variables such that

I, ~ Bernoulli(g_—l).

n—1
With this notation, the number of edges |E,| and the number of trees IV, are

’En‘:ZIZ and Nn:Z(l_[Z)

=1 (=1
Moreover, since I, LA I, o1, We see that
P(N,=k) = P(N,=n—k) = P(|E,| =k),

that is, the number of trees and the number of edges have the same, symmetric
distribution. In consequence, from now on we only use the notation N,, and refer
to it as the number of trees of %, when stating our results — even though we
sometimes work with the number of edges in the proofs.

From the representation of N, as a sum of independent Bernoulli variables, we
immediately get the following result.

Proposition 3.1. Let N,, denote the number of trees of %,.

() B(N.) =7
(i) Var(N,) = gg;‘: i;
(ifi) G, (2) =B(z"") = :1:[ (14 5= = 1).

The representation of N,, as a sum of independent Bernoulli variables also makes
it straightforward to get the following central limit theorem.

Proposition 3.2. Let N,, denote the number of trees of %,. Then,

N, —n/2
n/ T N(0,1).

Proof. This is an immediate consequence of the Lyapunov CLT for triangular
arrays of independent random variables. Indeed, E<|]g - E(Ig)|3) < 1. Therefore,

1 & o1
W;E(Ue—E([z)\ ) < 7 —= 0,

and the result follows, e.g., from Corollary 11.1.4 in [4]. O



3.2 Link with uniform labeled trees

As announced in the introduction, there is a strong connection between the Moran
forest and uniform labeled trees. Our starting point is the following observation
about the probability generating function of N,. First, we can rewrite point (iii)
of Proposition 3.1 as

> n—2
Gy, (2) = ———— n—1—-k+kz
N() (n_l)ngkl;[l( )
_ n_QG(”_l’@ k+1
= ];)7(”_1)”_22 ,
where o 72
aln —1,k)2F = n—1—k+kz).
k=0 k
— =1

Second, the coefficients of this polynomial have a simple combinatorial interpreta-
tion: a(n — 1, k) is the number of rooted trees on {1,...,n — 1} with k increasing
edges, where an edge u? pointing away from the root is said to be increasing if
u < v. This fact is known in the literature as a consequence of the more general
Theorem 1.1 of [11] (see also Example 1.7.2 in [8] and Theorem 9.1 in [13]).

This simple observation already gives us the following proposition.

Proposition 3.3. The probability mass function of the number of trees of %, is

aln—1,k—1)
P(N, =k) = ,
( ) (n _ 1)n—2
where a(n, k) is the number of rooted trees on {1,...n} with k increasing edges

(sequence A067948 of the On-Line Encyclopedia of Integer Sequences [1]).

Looking for a bijective proof of Proposition 3.3 naturally leads to the more general
Theorem 1.1, which states that the Moran forest %, can be obtained from a uniform
rooted tree on {1,...,n — 1}, denoted by T, using the following procedure:

1. Remove all decreasing edges from 7 (that is, edges ud pointing away from
the root such that u > v).

2. Add a vertex labeled n and connect it to a uniformly chosen vertex of 7.

3. Relabel vertices according to a uniform permutation of {1,...,n}.
Proof of Theorem 1.1. In the UA construction, let F'|,_; denote the forest ob-
tained after the addition of n — 1 vertices, before their relabeling. After this, the
n-th vertex will be linked to a uniformly chosen vertex of F'|,_;. As a result, to

prove the theorem it suffices to show that F'|,_; has the same law as the forest
obtained from 7 by removing its decreasing edges.

To do so, we couple F'|,_; and T in such a way that the edges of F'|,_; are
exactly the increasing edges of 7. Formally, F'|,,_; is a deterministic function of
the random vector U = (U, (2),...,U,(n—1)). Moreover, U is uniform on the set

co= ue (L P £ )
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Thus, to end the proof it is sufficient to find a bijection ® from ¥’ ; to the set of
rooted trees on {1,...,n — 1} and such that

kl € F|,_1(u) <= klis an increasing edge of ®(u).

First, let
Fnr = {1,...,n—1}n71

and consider the bijection © : & | — &,_1 defined by
Ou:/l— Up — ]l{ue>f} .

Importantly, note that © does not modify the entries of u that correspond to edges
of F'|,,_1(u), that is, for all k < ¢,

kt € Fl,_1(u) <= w=k <= (Ou)(()=k.

As a result, it remains to find a bijection W from &, _; to the set of rooted trees
on {1,...,n — 1} such that

up < <= wuy and ¢ are linked by an increasing edge in ¥(u).

This bijection will essentially be that used in [11], which can itself be seen as a
variant of Joyal’s bijection [2, 17].

Let 4, be the directed graph on {1,...,n — 1} obtained by putting a directed
edge going from wu, to ¢ for all ¢ > 2.

If 4, has no cycle or self-loop, then it is a tree. Moreover, the orientation of its
edges uniquely identify vertex 1 as its root. Thus we set ¥(u) = %4,,.

If 4, is not a tree, set 6y = {1} and let 64,...,6) denote the cycles of ¥,
taken in increasing order of their largest element and treating self-loops as cycles
of length 1. Note that because each vertex has exactly one incoming edge, except
for vertex 1 which has none, these cycles are vertex-disjoint and directed.

To turn 9, into a tree, set so = 1 and for 7 > 1 let m; denote the largest element of
“6,; and my;s; its out-going edge in “6;. With this notation, for i = 1,..., k remove
the edge mys; from 9, and replace it by m;s;_;. Note that

e This turns 6y L - - - LU 6}, into a directed path & going from s to 1.

e Because m; = max6; and that 1 < my < --- < my, every edge m;s; was
non-increasing and has been replaced by the decreasing edge m;s;_1.

Therefore, this procedure turns %, into a tree ¥(u) rooted in sy, without modifying
its increasing edges. Consequently, the increasing edges of W(u) are exactly the
pairs k¢ for which k = u, < /.

To see that ¥ is a bijection, it suffices to note that the cycles 6y, ...,6, can
be recovered unambiguously from the path 9 going from the root to vertex 1.
Indeed, writing this path as the word 1m;y ---syms - - - sg, the m; are exactly the
left-to-right maxima of that word.

Setting ® = W o0 O thus gives us the bijection that we were looking for, concluding
the proof. O
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Figure 4: Example of construction of ®(u), foru = (7,8,1,13,11,6,7,7,9,12,5). Applying
O yields ' = Ou = (6,7,1,12,10,6,7,7,9,11,5). The directed graph %, encoding u’ is
represented on top. Its cycles are 6; = (10,6,7,9), 62 = (11) and €35 = (12,5), and we
set 6p = (1). The edges m;s; are dashed. Rewiring them as described in the main text
turns 9y into the rooted tree ¥(u’) represented on bottom. No information is lost when
turning the cycles (1)(10,6,7,9)(11)(12,5) into the path going from 5 to 1 encoded by the
word (1,10,6,7,9,11,12,5), because the left-to-right maxima of that word — here 1, 10,
11 and 12 — each mark the start of a new cycle.

4 Degrees

4.1 Degree of a fixed vertex
Using the UA construction and the notation from Section 2.2, let us denote by

e I = 1yy,)<ey the indicator variable of the event “the ¢-th vertex has an
incoming edge linking it to a previously added vertex”.

° é”) = 14, ()=o-1(v)} the indicator variable of the event “the /-th vertex is

linked to vertex v”.
e B, =0 *(v) the step of the construction at which vertex v is added.

With this notation, the degree of vertex v is

DSLU) = ‘[Bv + Z Xlgv)7

{=B,+1

where Ip, is the in-degree, and >7)_p +1Xév) is the out-degree of vertex v. More-

over, conditional on {B, = b}, (lei)l, .., X)) are i.i.d. Bernoulli Variables with
parameter 1/(n — 1) and Ib is a Bernoulli variable with parameter that is in-

dependent of (Xb Yo, X)), As a result, conditional on B, and ertlng L, for
n— Bm

1

DY £ Ber(1—24) + Bin(Ly, ;1)

where the Bernoulli and the binomial variables are independent conditional on L,
(here, as in similar expressions in the rest of this document, the Ber and Bin
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notation refers to random variables with the corresponding distribution, not the
distributions themselves). Using that L, is uniformly distributed on {0,...,n — 1},
the mean, variance and probability generating function of D) are obtained by
routine calculations.

Proposition 4.1. Let D,, be the degree of a fixed vertex of F,. Then,

(i) E(D,)=1.

B _ 2(n—2)

(ii) Var(D,) = 3n=1)

(il) Gp, (z) = E(zP") = i:z@ +(1=5)E-D)(1+ A5 - 1))Z
1+21)" 1

(iii") G, (2) = 2(1 - i) ( +Z"—_1>1 1

Remark 4.2. Note that, conditional on L,, the probability that v has a (unique)

incoming edge is 1 — nL_Ul, and its mean out-degree is % Therefore, summing the

two we have E(D(") | L,) = 1, that is, the average degree of a vertex is independent
of the step at which it was added in the UA construction. o

Proposition 4.3. The degree D,, of a fixed vertex of F, converges in distribution
to the variable D satisfying:

(i) D ~ Ber(1—U)+ Poisson(U), where U is uniform on [0,1] and the Bernoulli
and Poisson variables are independent conditional on U.

1 zfl_l
(ii) Gp(z) ::]E(ZD):/O (1+(1—:1:)(z—1)>ez(zfl)da::2ezi—1.
2
i) Forallp>1,E(D(D—1)---(D—p+1)) = ——.
(iii) For all p (D(D=1)---(D=p+1)) S
(iv) P(D=0)=1-2/e and, for k > 1,
2 1
P(D=k) = -3 =
e sn !
Proof. First, for all z € C\ {1},
1\ (1+ 2= =1 el -1
= 2(1—— —1 > 2 — 1.
Gp.(2) ( n) z — 1 n—00 z—1

This pointwise convergence of the probability generating function of D,, proves the
convergence in distribution of D,, to a random variable D satisfying (ii). Point (i)
then follows immediately from the integral expression of Gp.

To compute the factorial moments of D, note that

(z = 1"

(k+1)! L

k>0

12



As a result, for p > 1 the p-th derivative of Gp is

_ 1)k
G(p) = 9 (Z ’
b (2) kgo(k+1+p)k!
and, in particular, E(D(D —1)---(D—p+1)) = 05?(1) = z%’ proving (iii).
Finally, to prove (iv), using (i) we see that
1 2
P(D=0) = / re Cdr = 1——
0 e
and that, for k > 1,
1 /1
P(D=k) = —/ (/mk_l — ka* + :L‘k+1> e "dx.
k' Jo

Noting that (kx’“‘l — ka® + x’““)e_x = 2rke " + 4

- ((a:k - xk“)e_x), we get

2
IP(D:k):H/O zhe " d,

and an easy integration by parts yields
P(D=k+1) = P(D=k)

from which (iv) follows by induction. O

Before closing this section, let us give an asymptotic equivalent of the tail of D,,.
We will need it in the proof of Theorem 1.2 on the largest degree.

Proposition 4.4. Let D,, be the degree of a fized vertex of &, and let D have the
asymptotic distribution of D,,.

(i) Forallk >1,

2/e 1\? 2/e
v S FP2R S <1+k:> TE=

(ii) For all K, = o(y/n), there exists e, = o(1) such that, for all k < K,

IP(D, >k)—P(D>k)| < e, P(D>F).

(iii) For all k, — +oo and K,, > k, such that K,, = o(\/n),

P(Dn>k>~(,€2+/el)!,

uniformly in k such that k, < k < K,,.

13



Proof. First, observe that
1 o 1 1
4+ = 0 (1) -+

vl Lo (s !
0 T qedl i) (i+1)°

0>i

so that

Recalling from Proposition 4.3 that
2 1
izk >0 ©

point (i) follows readily.

The proof of (ii) is somewhat technical so we only outline it here and refer the
reader to Section A.1 of the Appendix for the detailed calculations.

Consider the function

An(z) = D (P(D = i) = P(Dy > ))2"

120

With this function, (ii) can be re-expressed as

AW(0) = kif - forall k < K, = o(v/n),

where Aff) denotes the k-th derivative of A,. But A, can be expressed in terms
of the generating functions of D and D,,, namely as

An(z) = (1+ ! )(GD(Z)—GDR(Z)).

z—1
The expressions of Gp and Gp, obtained in Propositions 4.1 and 4.3 thus make
it straightforward to obtain a power series expansion of A, at z = 1, and this
expansion can be used to bound A%*)(0) and conclude the proof.

Finally, (iii) is a direct consequence of (i) and (ii). O

4.2 Largest degree

The aim of this section is to prove Theorem 1.2 concerning the largest degree of %,
i.e. to show that
logn logn logloglogn

(loglogn)?
where 0,(1) denotes a sequence of random variables that goes to 0 in probability
and D™ = max, D).

max __
n =

log logn * (1+0p<1)>

Our proof is a standard application of the first and second moment method and
it implies that, asymptotically, D}*** behaves like the maximum of n independent
random variables distributed as D. As is typically the case with this method, the
main difficulty — and therefore the bulk of the proof — consists in bounding the
asymptotic dependency between two fixed vertices of &,.

Because the first and second moment method part of our reasoning will also be
used in the proof of Theorem 1.3 concerning the size of the largest tree, we isolate
it as a lemma, whose proof we recall for the sake of completeness.

14



Lemma 4.5. For all integers n, let (XY, ..., X™) be a vector of exchangeable
random variables and

X = maX{XT(f) D= 1,...,n}.

Write p, (k) for P(X¥) > k), and suppose that there exists a sequence (m,) and a
constant 8 such that, for all e >0, as n — oo,

() npu((B+e)my) — 0.

(i) np,((8 —¢e)m,) — +00.

(i) P (XD > (8 = &)mn, XD > (B e)my) ~ pa((B — £)mn)?.
Then for all € > 0,

IP(X;“X > (B+e¢) mn) —0 and IP(XTTaX > (p— e)mn) — 1,
which can also be written
X = (B4 0p(1)) ma,
where o,(1) denotes a sequence of random variables that goes to 0 in probability.

Proof. First,
P(X7™ > (B+e)m,) =P < (X0 > 8+ €)mn}>

< npn((ﬁ + g)mn) )

n
i=1

which goes to zero by (i). Now, denote by

Zn = ; Lix®3 (5—cymn}

the number of variables X (V) that are greater than or equal to (3 —¢)m,,. Using the

. . 2 2 2
Cauchy—Schwartz inequality, we have 5(Z,,)” = E (Zn]l{Zn>0}> < E(ZHP(Z, > 0)
S0

E(Z,)’
P(XI™ > (8= 2)m,) = P(Z,>0) > E<( Z;) .
Moreover,
E(Zg) = npn((ﬁ — s)mn>
—|—nn—1]P(X1 —5mn,X7s2)>(ﬁ—€)mn),
and so, by (ii) and (i), E(Z,)*/E(Z2) — 1 as n — oco. O

Remark 4.6. Note that under assumption (ii) of this lemma, for any € > 0, letting
n — oo in E(Z,)*/E(Z2) < 1 shows that

(B —)ma)* < P(XV > (8= e)mn, X > (8= €)mn)(1+0(1)).
Therefore, to prove (iii) it suffices to show

15



(iii') P (XD > (8= e)mn, X > (B—e)my) < pal(B—2)ma)* (1 +0(1). o
We now turn to the proof of Theorem 1.2.

Proof of Theorem 1.2. Instead of proving the theorem directly for the degree ran-
dom variables (Dg), cee D;”)), we prove it for the out-degrees, which we denote by
(DU, ..., D™) and whose maximum has the same asymptotic behavior as D™
The point in doing this is that the tails of the out-degrees are less correlated than
those of the variables D), making it easier to study their maximum by the first

and second moment method.
Remember from Section 4.1 that, in the UA construction,
D7(’Lv) = ]Bv + Z Xlgv)7
(=B,+1

where B, is the step at which vertex v was added, X év) is the indicator of “the ¢-th
vertex is linked to vertex v”, and I, is the indicator of “the ¢-th vertex is linked to
a previously added vertex”. With this notation, let

D= 30 XL,
¢=By+1
denote the out-degree of vertex v, and set Drax — max{D® : v =1,...,n}. Since
Dyax and Dp** differ by at most 1, for any m,, — 400,
D™ — D™ = op(my),

i.e. (Dmax — Dmax) /m goes to 0 in probability. Thus, to prove the theorem we
apply Lemma 4.5 to the variables

po_ logn  mey  logn
" loglogn’ 7" loglogn )’

with m,, = (logn)(logloglogn)/(loglogn)? and 3 = 1.

Using Proposition 4.4 and Stirling’s formula, we see that for any k, = o(y/n),
log (P(Dy > kn)) = —knloghn + kn + O(loghy).

Writing D, to refer to the common distribution of the variables D), since
P(Dy>ko+1) < P(Dy>ka) < P(Dy> k),

we also have

log (P(Dn > kn)) = —knloghn + kn + O(logh,).
In particular, for k, = (logn)/(loglogn) 4+ v m,, with
_ logn logloglogn

" (loglogn)? ~’
this gives
~ logn logloglogn logn
log (P(D, =2 k,)) = —1 — (y—1 —
og( ( " )) ogn (’y ) log logn + 0 loglogn (1)

16



As a result, for all € > 0,

~ logn
i P(D,———— > (1 n .
O ( " loglogn (L+e)m > -0

- logn
ii P(D,——————>(1—- n .
(ii) n ( loglog (1—¢)m ) — +00

Thus, to apply Lemma 4.5 and finish the proof it suffices to show that
P(DV > ko, DO > k) ~ P(Dy > ky)’

whenever k,, = (logn)/(loglogn) + (1 — &)m,,. More precisely, using Remark 4.6
it is sufficient to show that

P(DV > ky, DP > k) < P(Dy> k) + o(IP (Du > kn>2>

First let us fix by # by € {1,...,n}. Conditional on {B; = by, By = by}, recall
that the variables (Xl@, by + 1 < ¢ < n) are independent Bernoulli variables
with parameter 1/(n — 1). By further conditioning on the variables Xél), the

independence of (X 52), by +1 < £ < n) still holds but their distribution is changed.
Indeed, choose (x4, £ # by) € {0,1}"! and consider the event

A= {Bi=b1,By=by, V0 # b, X" = 2, }.

Then by construction, for all £ & {b;, by}, we have

P(x® =1]4) = {01_2 izj:}

(2)

Consequently X, is always stochastically dominated by a Bernoulli(ﬁ) random

variable, and so we bound the distribution of D?) = Dby X t@ conditional on A by

_ d 1
(DT(f) ’ A) < Binomial (n — ba, ) .
n—2
To get a bound on the distribution of fo) conditional on Dg) = ¢ for some i, first
note that summing over all configurations by, by, (g, £ # by) such that >, ¢ =1
gives

(DY \ By = by, By = by, D\ = i) < Binomial (n — by, n12> .
Let us now write for conciseness Ly = n— B; and Ly = n— By. Note that Lo is not
independent of {D(l) = i} because they are linked by L;. Indeed, L is positively
correlated to D ) and we always have Lo # L;. Nevertheless, since conditional
on Ly, Lo is mdependent of Dn and uniform on {0,...,n — 1} \ L1, we have the
following stochastic ordering;:

Ly | Bi=b, DO —i) £ I
(2‘ 1 1s n )\ 2

where L, is uniformly distributed on {1,...,n — 1}. Summing over b; and by, we
thus get

(f)ﬁf) ‘ DW — z) % Binomial (Lg, - i 2) .

17



Let us define a random variable M,, ~ Bin (Zg, ﬁ) As the previous bound is
uniform in 7, we have

P(DP > ky | DY) > k) < P(M, > k).

To conclude, it is sufficient to show that P (M, > k,) ~ ]P(Dn > k‘n> since this
implies

IP(D;” >k, D@ > k:n) < ]P(f)n > kn)]P(Mn > k) ~ ]P(f)n > kn)Z.

n

For this, define on the same probability space as the variables L, and M, the
variable

LZ = E21{52<n_2}.

L, is then uniformly distributed on {0,...,n — 2}, and we have the equality in
distribution

d r : . 1
Mn]l{52<n—2} = D,_; ~ Binomial <L2’n—2)'

As the two variables M,, and M, 1 (Losn2} differ on an event of probability no
greater than 1/(n — 1), we have

and finally (1) with v = (1 —¢) allows us to conclude that this expression is indeed
equivalent to IP(Dn > kn) O

5 Tree sizes

In this section, we study the size of the trees composing the Moran forest. Sec-
tion 5.2 is concerned with the typical size of these trees, while Section 5.3 focuses
on the asymptotics of the size of the largest tree. But before going any further we
need to introduce a process that will play a central role throughout the rest of this

paper.

5.1 A discrete-time Yule process

Let T,, = (Y,(¢), £ > 0) be the pure birth Markov chain defined by 1, (0) =1
and the following transition probabilities:

]P(Tn(EJrl):j‘Tn(f):i):{fi_li ij:ﬂ

n—1
and stopped when reaching n.

The reason why this process will play an important role when studying the trees
of F, is the following: let J(*) denote the tree containing v, and J(*) the subtree
descending from v in the UA construction — that is, letting m(v) denote the mother
of v and F ")\ {vm(v)} the forest obtained by removing the edge between v and
m(v) from F () (if that edge existed), 7() is the tree of 7 ")\ {vm(v)} containing v.

18



Recalling that L, denotes the number of steps after vertex v was added in the UA
construction and letting 7") = |7.(")| be the size of T ("), we have

where T, is independent of L,. In particular, the size of a tree created at step n — h
of the UA construction is distributed as Y,,(h).

In the rest of this section, we list a few basic properties of T,, that will be used in
subsequent proofs.

Lemma 5.1. Forall0 </ <n-—1,

1 l
E(T.(0) = (1 )
(0a(0) = (14—
Proof. For 0 < ¢ <n—1, we have T,,(¢) < n almost surely, therefore we can write

(Tl +1) | Tu(0) = Told (Tu(0) +1) + (1 _ a0

n—1

Jrate

:Tn(e)(H ! )

n—1

and the result follows by induction. ]

We now compare the discrete-time process T,, to the Yule process. By Yule process,
we refer to the continuous-time Markov chain (Y(¢), ¢ > 0) that jumps from i to
i+ 1 at rate ¢ (see e.g. [24], Section 5.3).

Lemma 5.2. Asn — oo,
(Tu(ltn)), t > 0) = (Y(1),t>0),

where “ =" denotes convergence in distribution in the Skorokhod space [7], and
(Y(t),t > 0) is a Yule process.

Proof. Since both processes only have increments of +1, it suffices to prove that
the sequence of jump times of (Y, ([tn]), t > 0) converges in distribution to that
of the Yule process. For 1 <17 < n, let

ta(i) = inf{f > 0: T (0) = i}

be the jump times of the chain T,. By the strong Markov property, the vari-
ables (t,(i +1) —t,(i), 1 <7 < n —1) are independent, and ¢,(i + 1) — t,(i) ~

Geometric(—*). Therefore,

(;(tn(zﬂ)—tn(z‘)),1<z’<n—1) — (8(0),i> 1),

n—oo

where the variables (6(7), ¢ > 1) are independent and &(7) ~ Exponential(i). This
concludes the proof. O
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Lemma 5.3. For all integers 0 < k<l <n—1,
P(Y (55 > k) < P(T.(0) > k) < P(Y(Mlk)75) > k),

where

Proof. Let us start with the upper bound, and write A := A\, (k) for simplicity.
Note that, for all £ > 0 and 7 > 1,

P(Y(t+2)=i|Y(t)=i)=eT,
and that we have chosen A such that if ¢ < k then

(2N Z
e n-—1 < 1_

= P(Ta(C+1) =i | Tull) = i),

n J—
Thus, until it reaches k+1 individuals, the process T,, is dominated by the Markov
chain (Y (-2%), 0 < £ < n—1). This shows that
P(Ya(t) > k) < P(Y(25) > k),

proving the second inequality of the lemma.

To prove the first inequality, we couple Y, with a “censored” Yule process Y..
Intuitively, this censoring consists in ignoring births that occur less than 1/(n—1)
unit of time after another birth.

Formally, we define Y. by specifying the sequence to = 0 < t; < t5 < ... of times
corresponding to births in the population. Let (&;,7 > 1) be an independent
sequence of exponential random variables where &; ~ Exponential(i). Set to = 0
and, for each i > 1,

: 1 i—1
wm b3 (I he) = o R @)
We now define, for all t > 0,

Ye(t) = 14> Tgery = D il <icry-

i>1 i>1

The censoring of the Yule process after birth events implies that for any time ¢ > 0,
the random variable Y (¢t + —17) — Y,(t) takes values in {0,1}. Furthermore, for
any ¢ € N,

P(Yo(t+ 75 =i+1|Ye(t) =i) < 1—e 77 <

n—1
Therefore, we can couple (Y,,(¢), 0 < ¢ <n—1)and (Y(¢), t > 0) in such a way
that, forall 0 </ < n—1,

Ye(i5) < Tul0).

n—1
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Now, by construction, the sequence (t; ’11, > 1) has the distribution of the

sequence of jump times of a Yule process. Therefore,

P(T,(0) > k) > P(Ye(75) > k)

which yields the lower bound of the lemma. O]

We now use the previous lemma to obtain the following result, which will be used
to derive asymptotics for the tail probability of the size of a tree in the Moran
forest.

Proposition 5.4. Let L be a uniform random wvariable on {0,...,n — 1}, in-
dependent of the process Y,,. Then for any sequence of integers k, — oo with

kn = O(\/ﬁ), e
P(Y,(L) > k) ~ /?(1 — e hykntl

n

Proof. Using the upper bound in Lemma 5.3, we have

P(Tu(L) > k) < 1"211?( Y (b)) > o)

o [ POl 5 > k) de + PO (E) > £)

n n

! 1
0

1 kn 1
= / (1 — e’A"(k")x) dr + —(1 e L
0

Now recall that A, (k,) =

( —) = 1+0(£), so uniformly in z € [0, 1],

e Anlkn)r — o=o 4 O(@)

n

Since k, = o(y/n), we have k,/n = o(1/k,) and thus Lemma A.1 from the Ap-
pendix gives

1 k e
1 — —An(kn)z ™™ dr ~ 1 — —1 kn+l.
/0 (1-e ) dw e - =e)

n

Elementary calculations show that when k,, = o(y/n), we also have

1 1 (1 — e t)kn
L1 e Ml yhn o S o Yhn — ( )
N e

It remains to examine the lower bound in Lemma 5.3. As above, we get an integral

P(T,(L) > ;u»( (Sktt) > k)

Y [=(n—1)]- ’“) > kn) dx

P(Y (2= 22) > k) da.
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Since

]P(Y(x - %) > k:n> = (1 —exp(—z + ﬁ))kn = (1 —e T+ O(k:n/n))kn,

n—1

using Lemma A.1 again, we get

P(Y,(L) > ky,) > n-l /01]P<Y(x — L) > k‘n) dx ~ k:i(l — e Lyknt1,

n—1
n n

which completes the proof. ]

5.2 Size of some random trees

In this section, we study the size of some typical trees of %,. In particular, we
study the asymptotics of the size T, 751) of the tree containing vertex 1 and of the
size TV of a tree sampled uniformly at random among the trees composing %,.
Our main result is the following theorem.

Theorem 5.5.
(i) Let TY be the size of a uniform tree of F,. Then,

IP(TT(L] = k:) — 2 1ZL‘€_$<1 — e )" dg,

n—o0 0
that is, TV %5 TU where TV ~ Geometric(e™X), and X ~ 2zdz on [0,1].

(ii) Let TV be the size of the tree containing vertex 1 in F,. Then,

1
IP(T,EU = k’) ——— k[ e (1 —e ") da,

n—0o0 0

that is, TV converges in distribution to the size-biasing of TY.

Remark 5.6. Note that even though the limit distribution of 7)(!) is the size-biased
limit distribution of TV, for finite n the distribution of T} is not the size-biased
distribution of TV. Indeed, note that

2
P(Tél) Zk‘) = E( > 1{|T|=k}]1{1eﬂ) = nE( > ]1{|’r=k}>’

TEn TEFn

while .
U — — -
IP(Tn = k:) = E(Nn TZ; ]l{m:k}),
EFn

where, as in Section 3, N, denotes the number of trees in %,. However, these
computations are enough to show that, in the limit, the size-biasing holds: indeed,
note that n/N, — 2 in probability by Proposition 3.1. Furthermore, using for
instance Hoeffding’s inequality [16] to control the deviation of N,, from its mean,
it is easy to show that n/N, — 2 in L' as well, so that

P(T = k) — P(1V = k)| < ’;E( —2‘)—>0.

‘ n
Ny,
This shows that points (i) and (ii) of Theorem 5.5 are equivalent. o
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We start by giving the distribution of T in terms of the process Y, defined in
Section 5.1. For this, we first need to introduce some notation. Let (") be the tree
containing vertex v in &,. We denote by H(") the number of steps after the root of
) was added in the UA construction. Recalling the notation from Section 2.2,
where o7 (v) € {1,...,n} denotes the step of the UA construction at which vertex
v was added, we thus have

HY = n— min{a’l(u) Tu € 5’7,5”)} :

Proposition 5.7. Let T\V be the size of the tree containing vertex 1 in F,, and
denote by H(V the number of steps after the root of that tree was added in the UA
construction. Then,

h 1 \"
(i) ForO<h<n-1,P(H, =h) (1) 1+

n—1

(ii) Conditional on {H\Y = h}, TV is distributed as the size-biasing of Y, (h).

Remark 5.8. The size-biasing of T,,(h) can be easily represented as follows. Con-
sider the Markov chain Y} = (1% (¢), 0 < ¢ < n—1) defined by T7%(0) = 1 and the
following transition probabilities:
. . ) el ifj=i+1
P15+ 1) = 5| 150 = i) = {1 w o
A straightforward induction on ¢ shows that Y (¢) is distributed as the size-biasing
of T, (¢). o

Proof. First, note that H(!) = h if and only if a new tree is created at step n — h,
and vertex 1 belongs to this tree. Now, the probability that a new tree is created at
step n — h is —= and the size of this tree is then distributed as T, (h). Moreover,
at the end of the UA construction the labels are assigned to the vertices uniformly.
As a result, conditional on a tree having size i, the probability that it contains
vertex 1 is i/n. We thus have

| W .

n—l'

Summing over ¢ and using Lemma 5.1 yields

P(a =) = (1)

Finally,

1 —h
P(T) =i| HY = h) :i]P(Tn(h):@')(lJr ) ,
which concludes the proof. O]

We can now turn to the proof of our main result.
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Proof of Theorem 5.5. By Remark 5.8, it is sufficient to prove (ii). Now from
Proposition 5.7, we can write

1= 1
P(T{") = k) = ( (W)L ra=r)
W= ™
ke = 1
= Z T,.(h) =k).
ni—on— 1
Therefore using Lemma 5.2, we get
k= 1 1
- Y.(h)=k) —— k[ zP(Y(z) = k)dx,
nion— 1 n—00 0

and recalling the well-known fact that Y (z) has a Geometric(e™*) distribution (see
for instance Section 5.3 in [24]) concludes the proof. O

Remark 5.9. If HY denotes the number of steps in the UA construction after the
root of a uniformly chosen tree was added, one could give an alternative proof of
Theorem 5.5 by showing that HY /n — X, and then using Lemma 5.2. o

5.3 Size of the largest tree

The goal of this section is to derive asymptotics for T™* := max, T"), the size of
the largest tree in the Moran forest on n vertices, when n — oo. Namely, we show
that

e = a(logn — (14 0,(1))loglog n),

where @ = (1 — log(e — 1))~!. Similarly to Theorem 1.2 concerning the largest
degree, this corresponds to the maximum of n/2 independent TV-distributed trees.
Again the key element to the proof is to control the asymptotic independence of
two distinct trees of %,,.

As in Section 5.1, for any vertex v let us define iﬁ“) C J) as the subtree descend-
ing from v 1n the UA construction. For our purpose, it will be sufficient to study
the size T") = |F ()| of those subtrees instead of that of the trees F(*). Indeed,
observe that

T = max T(”),

so that applying Lemma 4.5 with m,, = aloglogn and 3 = —1 to the exchangeable
variables (T(l) —alogn,...,T ,E —alogn) will prove the theorem. Again, we omit

the superscript and denote by T,, a random variable with distribution equal to that
of TV,

For the rest of the section, we thus study the tail probabilities of the variable T,.
Recall from the UA construction that the number L of steps after a fixed vertex
was added is uniformly distributed on {0,...,n — 1}, and from Section 5.1 that,
conditional on {L = (},

T, £ 7,(0).
As a consequence, applying directly Proposition 5.4 yields that for any sequence
of integers k,, — oo with k, = o(y/n),

e

P(T > k) ~ (1 — ekt (3)



Note that if &, is not integer-valued, then

P(T > ko) = P(T > [knl) ~ ki(l eyl

which is not necessarily equivalent to =(1 — e~ *)¥*! since k,, — |k, ] may oscil-

late between 0 and 1. However, we do have P(T,, > k,) = O((1 —e ') /k,),
where the Bachmann—Landau notation u,, = ©(v,) indicates that there exist two
positive constants ¢ and C' such that cv, < u, < Cv, for n large enough. This
approximation is sufficient for our purpose.

We may now prove Theorem 1.3 using the first and second moment method that
we already used for the largest degree.

Proof of Theorem 1.5. We apply Lemma 4.5 to the exchangeable variables

(X0, X() = (F — alogn, .., T — alogn).

n

with m,, = aloglogn and § = —1. The first two points of the lemma are readily
checked, since (3) tells us that for

a=(1-logle—1))"=—(log(1—e "))

and any v > 0, we have for k, == a(logn — vloglogn)

P(Tn—alogn>—7aloglogn):P(Tn>kn):@((logw). (4)

n

Thus, for all € > 0,
(i) nP (Tn —alogn > (—1+ e)aloglogn> — 0.

(ii) nlP (Tn —alogn > (=1 —¢)alog logn) — +o0.

All that remains to check is the third point of the lemma. From now on, we fix
k, = a(logn — (1 +¢)loglogn) for some £ > 0, and for the sake of readability, we
set R, =P (T, > k,). With this notation, given Remark 4.6 we need to show

n

P(T" > b, TP > k) < R2+0(R2). (5)

Since this is rather technical, we defer the complete proof to Lemma A.2 in Ap-
pendix A.2, and only outline the main ideas of the proof here. As in the study of
the largest degree, we prove this by showing that the law of T,(f) conditional on
{T) > k,} is close to its unconditional law. We first prove that

P(Ap, TV > ko, T? > k) = o(R}),

where A, = {F® c I U{FD c TP} is the event that one of the two
vertices 1 and 2 is an ancestor of the other in the UA construction. We then show

P(AS, TV > b, TP > k) < R2+0(R2),

n

where A¢ denotes the complement of A,,. This is done by showing that, conditional
on {TV) = i}, on the event AS the process counting the number of vertices of the
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tree 977?) in the UA construction behaves as a modified T, process, which we
essentially bound from above by T,,_;. Therefore, T(?) can be compared with an
independent variable with distribution 7;,_;. Finally, we show that

S P(T = i)P (T > k) < R:+o(R2),

i>ky

thereby proving (5) and concluding the proof of Theorem 1.3. O

6 Concluding comments

6.1 Aldous’s construction

The UA construction described in Section 2.2 is reminiscent of Aldous’s construc-
tion [3, Algorithm 2] of a uniform rooted labeled tree as a function of n uniform
random variables on {1,...,n} — an algorithm arguably simpler than the variant
of Joyal’s bijection used in the proof of Theorem 1.1. However, we could not
find a simple way to couple both procedures so that the forest obtained from the
UA construction coincides with the one obtained by removing decreasing edges in
Aldous’s uniform tree.

6.2 A local limit

The construction of %, from a uniform random tree in Section 3.2 gives us a way
to build an infinite forest as a limiting object for the Moran forest, in a weak sense.
Let us start by describing the local weak limit of the uniform (rooted) random tree.
Recall that the local weak limit of a sequence of random graph G, is a (possibly
infinite) random pointed graph (G, ug) such that for each finite radius r > 1, the
r-neighborhood of a uniformly chosen vertex w, € G, converges in distribution
to the ball of radius r around ug in G. Consider the following infinite random
tree:

e Start from an infinite spine of vertices ug, uy, usg, . .., with edges (u; < u;11)
between subsequent vertices, directed toward the focal vertex wuy.

e Let independent Galton-Watson trees with Poisson(1) offspring distribution
start from each w;, for ¢ > 0, with edges directed from mothers to daughters.

The graph T, described above is the local weak limit of the random rooted uniform
tree on n labeled vertices [14]. The root is informally placed at the end of the
infinite spine.

In order to translate this result to the Moran forest, we need to remove the de-
creasing edges of T.,. To do so, we equip each vertex v with an independent
uniform variable V,, on [0, 1], that corresponds to the limiting renormalized label
of v. The graph obtained by removing from 7., each edge u® such that V,, > V,
can be understood as the local weak limit of the Moran forest.

This construction can be used to derive some limiting results about the local
structure of the Moran forest. We can for instance recover the limiting degree of
a uniformly chosen vertex: it is clear that the focal vertex ugy in the construction
above has degree

D < Ber(V,,) + Poisson(1 — V,,,),
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as described in Proposition 4.3. However, global results such as the size of the
largest tree or the largest degree cannot be easily derived from this local weak
limit.

Remark 6.1.

(i) By definition, the local weak limit should be a.s. connected. Only the random
tree that contains ug corresponds to the actual local weak limit of the Moran
forest. It seems difficult to give meaning to the other trees that are obtained
in this procedure. They are connected to the tree containing the focal vertex
through the labels (V,). This indicates that the tree that is adjacent to the
focal tree is not simply an independent “local limit tree” for another uniformly
chosen vertex.

(ii) Note that the local weak limit can be obtained in a simpler, more direct
way. Indeed, Theorem 5.5 gives us the limiting size of the tree containing
a uniformly chosen vertex, and we know from the UA construction that,
conditional on the number of trees and their sizes, trees in the Moran forest
are uniform attachment trees. o

6.3 Possible extension

An important property of the Moran model is that it is an exchangeable popula-
tion model: its distribution is invariant under re-labeling of the vertices. General
exchangeable population models are known as Cannings models, and just as for
the Moran model it is possible to associate a forest-valued process to any Cannings
model.

A Cannings model is defined from an exchangeable vector (£(1),...,&(n)) of non-
negative integers verifying (1) +---+&(n) = n. This vector encodes the offspring
distribution of a population labeled by {1,...,n}. If £(v) = 0, we say that indi-
vidual v is dead. Otherwise, it has {(v) — 1 children. It is clear that the number
of dead individuals is equal to the total number of children in the population. We
can thus assign a mother to each dead individual, in such a way that the number
of children of each live individual is {(v) — 1.

Starting from any directed graph, we can now define a transition as follows:
1. Draw a vector distributed as (£(1),...,&(n)).
2. Disconnect each dead vertex from all its neighbors.

3. Assign a mother to each dead vertex, uniformly among all possibilities. For
each dead vertex v, draw an edge from its mother to v.

This defines a Markov chain on the set of rooted forests. It is not hard to see that, if
(£(1),...,&(n)) is the uniform permutation of the vector (2,0, 1,...,1), we recover
the Markov chain leading to the Moran forest described in Section 1.1.

Studying these general exchangeable forest processes is not the aim of the current
work. In particular, the techniques we used here rely heavily on the construction
of the Moran forest described in Section 2.2, which cannot be easily adapted to
more general exchangeable forest processes.
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A Appendix

A.1 Proof of point (ii) of Proposition 4.4

We want to prove that, for all K,, = o(y/n), there exists €, = o(1) such that, for
all k < K,
IP(D, >k)—P(D>k)| < e, P(D>k).

Doing this directly from the expressions of D,, and D involves unappealing calcu-
lations. To somewhat circumvent this, we make use of the simple expressions of
the probability generating functions Gp, and Gp. For this, let

An(z) = 3 (P(D = i) - P(D, > 1)),

i>0
so that the k-th derivative of A,, evaluated at z = 0 is

AP(0) = K (P(D > k) = P(D, > k).

n

Since P(D > k) > %, we have to show that for any given sequence K,, = o(y/n),
A®(Q) = _°n
v (0) k+1

for some ¢, — 0 and all £ < K,,. Now, since for any non-negative integer-valued
random variable X,

2E(2Y) -1

z—1 ’

Y>P(X >id)z =

120

we can express A, in terms of the generating functions of D and D,,, that is,

An(z) = (1+ )(GD(Z)—GDH<Z)).

z—1
Moreover, we know from Proposition 4.3 that

271_1

and from Proposition 4.1 that

=25 (1) oy

o\ n—1

where the empty product is 1. Therefore,

Gp(z) —Gp,(2) = E%A(”ai) Ik
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where

A(n,i) = 2{1 - (H - f)n{ign_l}] .

=11
Using that A(n,0) = A(n,1) = 0 and rearranging a bit, we obtain the following
expansion of A, at z = 1:

A(n,i—l—l))(z— 1)
12 JEar

n,i —1)*
a0 = o+ M)

Now, pick any J,, = o(y/n) such that K,, = o(J,). For all i < J,,

In —
< 4(1—Hn g) = €n,

gzln—l

A(n,i+1)
1+ 2

|A(n,i) +

with &, — 0, since

777> () = (o)

/=1

For ¢ > J,, we have

. Aln,i+1)
A ———| <
(n ) + i+2
Combining these two upper bounds, we get
Jn—1 A

AR ()] < En 4
‘ n<)) ;C(i—k;)!(i—i—l) i;:n(i—k)!(i—l—l)

En Ol + 02

So(k+1) (S 1)

Finally, since K,, = o(J,), we have for all k < K,,,

1 1 K, +1
< : )
J,+1 k+1 J,+1

with (K, +1)/(J, + 1) = o(1). This concludes the proof.

Note that although we have been quite crude in that we have used the triangle
inequality on an alternating series, a more careful analysis would show that the
o(y/n) requirement on K, is in fact optimal.

A.2 Technical lemmas used in the proof of Theorem 1.3

Lemma A.1. For any sequence k, — oo and any sequence of measurable maps
fn:10,1] = R such that for all x € [0,1], (1 —e™ "+ fu(x)) = 0 and sup,|fn(z)| =
o(1/ky), we have

/01 (1 —e T4 fn(x))kn dr ~ ]{;i(l _ efl)knJrl.

n

31



Proof. Let us compute

1 — efx €T n 1 elfx _ e kn
/ (1 + fal2))" kndx:/ (1_ L fn(a:)> b do
0 0

(1 —e 1)kn e—1 e—1

kn Yy )kn e—1
(1L gy,
/0 < kW) e W

where we used the change of variable y = k,(e!™® — 1)(e — 1)~!, and defined the
map gy, as
0ul) = = (1= 10g (1+ L(e - 1))).
e—1 k,

Since (1 — ;& + 9n(y))Fr < exp(—y + =Sk sup, fo(z)), it follows from dominated
convergence that

1(]l—e® kn )
/ (1= e+ fulz)) k, de —— eVe—1)dy=e—1,
0 (1 —e1)kn n—oo Jo
concluding the proof. O

Lemma A.2. Let quv) denote the size of the subtree descending from v in the
UA construction of F,. Then, for a = —1/log(l —e™') and any ¢ > 0, letting

k, = a(logn — (14 ¢)loglogn) and R, = IP(Tn > kn>,

P(T" > by, TP > k) < R2+0(R2).

Proof. Let us denote by A, == {F® c IMY L {FD c TP} the event that one
of the vertices 1 and 2 is an ancestor of the other. We start by showing that
P(An, TV > b, TP > k) = o(R2). (6)
By exchangeability, we have
P(An, TV > b, TP > by )
—2P (52 C IO, T > ke T > k)

~ S P(FD IO, T > k,

i>kn

Let us call the height of a vertex the number of steps after it was added in the
UA construction. Conditional on {T) = i} and on the heights of the vertices
of 7 being £, > ... > {;, the height Ly of vertex 2 is uniformly distributed on
{0,...n— 1} \ {¢1}. Moreover, in order to have

{72 cTP, TP >k},

the height of vertex 2 must belong to {fs, ..., ¢;_,-1)}, which happens with prob-

ability =% Therefore,

n—1




To show that this is small enough, we let K, = k, + a(logn)’® with 0 < § <
min(1,¢) and K/ = 2alogn, and crudely bound

S P(T20) < (K= k)P (T = ko) + K, P(To > Ky) +nP(T, > K).
i>ky

Now let us show that these three terms are negligible compared to nR2. Recalling
from (4) that R, = @(@), we have nR2 = O((logn)* /n) and therefore

o (K, — k;n)]P<Tn > k;n) ~ a(logn)’R, = @(W) =o(nR?).

. K;Z]P(Tn > Kn) = @(logane_(log”)6> =o(R,) = o(nR?).

-2

e« nP(T, > K)) :@( ):0(1/n):o(n3i).

As a result, (6) is proven and it remains to show that

nlogn

P(AS, TV > b, TP > k) < B2+ 0(R2),

n

where A7 denotes the complement of A,,. We now fixn > 1,7 > k,, and a ﬁrgite
sequence n — 1 > ¢; > ... > {; > 0. Let us write B for the event that 5’77§1)
contains exactly the vertices with heights ¢; > ... > {;. Conditional on B, let us
examine the distribution of 7(?). Recall that the height Ly of vertex 2 is uniformly
distributed on {0,...n — 1} \ {¢1}. In the UA construction, define T as the tree
obtained by starting from a root arrived at height L, and allowing the attachment
of a vertex with height ¢ to T only if ¢ ¢ {¢,,...¢;}. Then, on the event AS, this
tree must coincide with 72, and so

P(A5, TP >k, | B) = P(AS, [T] > k. | B).
From the UA construction, for any £ ¢ {{,,...,¢;}, conditional on B N {Ly = (},
we can describe |T| using the process (Yy(m), 0 < m < ¢) defined by
o T,(0)=1.

e Forall 0 <m < K,jg(m) — Yy(m —1) € {0,1} and, conditional on
{Ye(m —1) =j}, Ti(m) = j + 1 with probability

J i 0—mg {6,... 0}

n—1—J,
0 if 6 —me {t,..., 0},

where J,, = |{¢1,...,6;} N {¢ —m,...,n}| is the number of vertices of T'("
with height greater than ¢ —m in the UA construction.

With this definition, for any ¢ ¢ {¢,,...,¢;}, conditional on BN{Ly = ¢}, we have
by construction |T)| 2 T,(¢). Now, note that the probability of increasing is always
bounded by j/(n — 1 — ). Therefore, T, can be coupled with T,,_; in such a way
that, forall 0 <m </l <n—1,

To(m) < Toi(m).
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For ¢ > n — i, we use the crude bound P(Y,(¢) > k,) < E(T,(¢))/k,. Using the
same reasoning as in Lemma 5.1, we get

E(T(0)) < (1+

7')11—7:—1 <e
n—1i—1

We thus have
P(AS, T > k| B) < P(La¢ {6, 6}, |T| > kn | B)

n—1
- Y P02 ),
£q{Ly,.. L}
< o LS R0k 0
knin—=1) n—-1 /=
el n—i_ /-~
= kn(n_l)Jrn_lIP(Tn_i}kn). (8)
Since this bound depends on the set {¢1,...,¢;} only via its cardinality i, one can

integrate with respect to the distribution of 7" to get

]P(A;, IT| > 4 n_iIP(Tn,i > kn>

k| TO — ) <
2 =) e —1)  n—1

d
Finally, because T,,_(;i41)(£) = T,_;(¢), the expression (7) — and therefore (8) — is
nondecreasing in ¢, and we have

(AC W > k,, T

1>kn
n—Kn
ZZ;;nIP T - Fn( n—l n—1 IP(T”*K” >k")> (9)
€t n—1 -
+i§};n]P( " )<k’n(n—1) +n—1]P(T”‘i>k”)>’ (10)

for any sequence K, > k,. Letting K, := a(logn)'**/2, we then show that (9) is
asymptotically no greater than R?, and that (10) is negligible compared to R2.
Indeed, (9) is bounded from above by

e K, n— K, ~
- "P(T k. =k, .
m (e (e 2 )

/2

Now note that e( = O( e

kn = o(v/n — K,,). Therefore, using (3) we get ]P(Tn_Kn > k:n) ~ R,. Finally, up
to a multiplicative constant, (10) is bounded from above by

) = o(R,), and that since n — K,, ~ n, we have

7(logn)€/2

P(T, > K,) = e("KH) — o(n?) = o(R2).

Putting everything together, we have proved that
P(T"V > b, TP > k) < R2+0(R}),
which concludes the proof. O]
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