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**Introduction**

Evolution reveals itself by the changes in observable characteristics of biological populations over successive generations. Here we focus on the DNA mutations underlying phenotypic changes that have occurred during natural evolution of populations or species, as well as through domestication and experimental evolution. The search for the mutations responsible for evolutionary changes started with iconic case studies such as the ABO blood group gene (F.I. Yamamoto *et al.* 1990) or hemoglobin for drepanocytosis and malaria resistance (V.M. Ingram 1957). As instances of genes causing phenotypic changes between populations and species started to accumulate, some researchers noticed that the mutations causing evolution did not appear to be randomly distributed across the genomes. Intriguing cases of repeated evolution at the genetic level were reported, with recurrent genetic changes involved in the evolution of similar phenotypes in distant taxa (A.H. Patterson *et al.* 1908; N. Gompel and B. Prud’homme 2009; A. Kopp 2009; P.A. Christin *et al.* 2010; A.E. Lobkovsky and E.V. Koonin 2012; G.L. Conte *et al.* 2012; A. Martin and V. Orgogozo 2013; D.L. Stern 2013; T. Lenser and G. Theissen 2013). Furthermore, certain types of phenotypic changes seemed to be preferentially associated with certain broad categories of mutations (S.B. Carroll 2000; E.H. Davidson 2006; G.A. Wray 2007; B. Prud’homme; N. Gompel and S.B. Carroll 2007; S.B. Carroll 2008; D.L. Stern and V. Orgogozo 2008; V.J. Lynch and G. Wagner 2008; G. Wagner and V.J. Lynch 2008; M.A. Streisfeld and M.D. Rausher 2011; D.L. Stern 2011). For example, morphological evolution in animals was suggested to preferentially involve cis-regulatory mutations rather than coding changes. Please note that “preferentially” refers here to the final consequence of selection and of other population genetics processes and does not necessarily mean that mutations occur in a non-random fashion. Genetic variations occur throughout the genome, some of them being gradually
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eliminated while others are maintained, thus allowing enrichments in certain types of mutations when one looks at the result of selection and of other population genetics processes over multiple generations.

Observation of consistent patterns in the genetic loci of evolution has had two main consequences on evolutionary biology research. First, it prompted the elaboration of various explanatory hypotheses. Second, it led some biologists to propose that the genetic loci of evolution are partly predictable, in the sense that for a given phenotypic change that occurred in the past the underlying mutations can be guessed with reasonable confidence. What is predicted here is the genetic causes of evolutionary events that occurred in the past (V. Orgogozo 2015; V. Orgogozo, B. Morizot, A. Martin 2015), and not the mutations that will occur in the future (for such cases see Lobkovsky and Koonin 2012; R.E. Lenski 2017; M. Lässing, V. Mustonen and A.M. Walczak 2017).

In this paper we examine the predictions regarding the genetic loci of past evolution: what kinds of predictions are they? What are they based on? How accurate are they?

Nature of the Predictions

Published predictions about the genetic loci of evolution do not arise from complex mechanistic models. They simply derive from the observation of repeated cases of genetic evolution and the identification of the context and the hypothetical causes that lead to repetitions. For example, the loss of larval trichomes in *Drosophila sechellia* was found to be caused by multiple mutations in five distinct enhancers of the *svb* gene, with each enhancer regulating trichome development in a specific body part (N. Frankel *et al.* 2010). Such recurrent evolution at the same locus, together with the special “hub” position of *svb* in the gene network for trichome development, suggested that *svb* was a hotspot gene for trichome evolution in flies (A.P. McGregor *et al.* 2007; Stern and Orgogozo 2008; Stern 2011). The independent loss of trichomes in *Drosophila ezoana* was thus inferred to involve cis-regulatory mutations in *svb*, as in *D. sechellia*, and indeed this was found to be true (N. Frankel, S. Wang, D.L. Stern 2012). Agricultural pests and mosquitoes have repeatedly evolved resistance to pyrethroid insecticides such as DDT via coding mutations in the *para voltage-gated sodium channel* gene (syn. *para, vgsC*) (D.M. Soderlund 2008). Weston et al. predicted that pyrethroids may also affect non-pest organisms that populate sprayed areas (D.P. Weston *et
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Not only they found that pyrethroid resistance had evolved in populations of freshwater crustaceans exposed to agricultural run-off, but they also uncovered typical mutations in \textit{para} gene, mirroring the evolutionary mechanisms previously observed in the targeted pests. Thus, a specific evolutionary pressure left a predictable genetic signature in the environment that can now be detected. In principle, comparable predictions could be done in other situations where human activity has chemically modified the environment.

Predictions rely on the assumption that the set of already known loci of evolution on which predictions are based are identified via an unbiased approach. Linkage mapping studies and association studies screen the entire genome sequence and are thus supposed to be unbiased in their detection of the genetic loci. However, one should keep in mind that once a genomic region is narrowed down to a few candidate genes through linkage mapping or association mapping, knowledge from past studies might favor for validation tests the candidate genes that are already known to be involved in a similar phenotypic change. As a result, even genome-wide mapping studies carry some bias towards already known genes.

Predictions are usually formulated along the following lines: “For a given phenotypic change, it is predicted that the causal mutations are such and such”. Formulations can also be relatively more complex. For evolution of red flowers in \textit{Penstemon barbatus}, Wessinger and Rausher not only predicted the causal genes (\textit{F35′H} or \textit{F3′H}) and the fact that the mutations should create loss-of-function alleles but also provided gene-specific details about the expected mutations: “when it involves elimination of \textit{F3′5′H} activity, functional inactivation or deletion of this gene tends to occur; however, when it involves elimination of \textit{F3′H} activity, tissue-specific regulatory substitutions occur and the gene is not functionally inactivated” (C.A. Wessinger and M.D. Rausher 2014).

Predicting the genetic loci of evolution is a retrodiction

Predictions are usually inferences about the future, based on current knowledge about the past. When the causal temporality is reversed, some authors prefer to use the term retrodiction. Retrodicting can be defined as making an inference about an event that occurred in the past (A. Love, personal communication; J. Fetzer 2017). If this past event is already known, then retrodiction is the act of providing a \textit{post hoc} explanation for it. For
example, Darwin retrodicted why species similar to those found on oceanic islands are usually found on the nearest mainland (C. Darwin 1859). In other cases, retrodiction can produce facts that are yet unknown and that we should observe. For example, Darwin retrodicted from the existence of orchids with very long nectaries that we should discover moths with equally long proboscis (Darwin 1859). Predictions are not always explanatory: they do not necessarily rely on a model or on causal explanations. For example, a prehistorical astronomer without a heliocentric theory who accumulates observations such as “the sun always rises above that hill” would predict that the sun will rise above the hill again, simply by noticing the repetitions. In our case, published predictions about the genetic loci of evolution do not arise from complex mechanistic models, they instead derive from the observation of repeated cases of genetic evolution. In this sense, evolutionary geneticists resemble prehistorical astronomers without a heliocentric theory. Using repetitions among the known loci of evolution to make predictions about the past is thus a retrodiction. Moreover, predictions about past genetic loci concern a genetic difference that exists today between two living taxa (a property of the present state). Predictions about the genetic loci of past evolution are thus retrodictions about the past and the present.

Predictions at various genetic levels

Predictions can be made at the gene level, as for svb or the para sodium channel gene, but also at higher and lower genetic levels: at the level of a nucleotide, of part of a coding region, of a specific enhancer, of a group of genes, and also for broader categories of genetic changes (Table 1).

Table 1. Repetitions can be detected and predicted at various genetic levels, from specific nucleotides to general classes of mutations

<table>
<thead>
<tr>
<th>Genetic Level</th>
<th>Example of prediction or of repeated evolution</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Nucleotide</th>
<th>Resistance to cyclodiene insecticides was successfully predicted to be associated with amino acid substitutions at a single residue (A302) within the gamma-aminobutyric acid (GABA) receptor sub-unit named Rdl in the cat flea <em>Ctenocephalides felis</em> for 8 of the 9 laboratory strains that were tested (C. Bass <em>et al.</em> 2004).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part of a coding region</td>
<td>Various amino acid substitutions in the DIII and DIV pore loops of the sodium channel Nav1.4 explain tetrodotoxin resistance in newts, snakes, pufferfishes (G. Toledo <em>et al.</em> 2016) and to red tide toxin-resistance in clams (V.M. Bricelj <em>et al.</em> 2005).</td>
</tr>
<tr>
<td>Enhancer</td>
<td>Pelvic loss in sticklebacks originating from 13 different lakes is due to various deletions with distinct breakpoints of the same <em>pitx1</em> enhancer region in 9 cases and to other yet unknown genetic change(s) in 4 cases (Y.F. Chan <em>et al.</em> 2010).</td>
</tr>
<tr>
<td>Gene</td>
<td>The gene <em>svb</em> was successfully predicted to cause an evolutionary loss of trichomes in <em>Drosophila ezoana</em> (N. Frankel, S. Wang, D.L. Stern 2012). The gene <em>WntA</em> was successfully predicted to cause wing color pattern variation across many <em>Heliconius</em> species and populations (A. Martin <em>et al.</em> 2012), and beyond (J.R. Gallant <em>et al.</em> 2014).</td>
</tr>
<tr>
<td>Gene Family, Gene Paralogs</td>
<td>Interspecific changes in anthocyanin pigment intensity in flowers was successfully predicted to involve preferentially mutations in transcription factor genes of the MYB family (M.A. Streisfeld and M.D. Rausher 2011).</td>
</tr>
<tr>
<td>Genetic Pathway</td>
<td>It was successfully predicted that flower color evolution in <em>Penstemon barbatus</em> was caused by the inactivation of one of the candidate anthocyanin pathway genes, <em>F3'H, F3'5'H</em>, and <em>DFR</em> (C.A. Wessinger and M.D. Rausher 2014).</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Gene Ontology</th>
<th>Animal morphological evolution is predicted to involve preferentially signaling ligand encoding genes, i.e. genes associated with the gene ontology (GO) terms “extracellular region” and “receptor binding” (A. Martin V. and Orgogozo 2017).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broader Class of Mutation</td>
<td>Cis-regulatory mutations are the predominant mechanism underlying the evolution of morphology in animals (S.B. Carroll 2008; D.L. Stern, V. Orgogozo 2008).</td>
</tr>
</tbody>
</table>

Some predictions carry more information than others. Predicting the impact of a projectile within 1 m is better than within 1 km. In a first approximation, the inference gain can be estimated by the inverse of the probability of the predicted outcome according to the null model. In most cases, the null model considers that mutations can occur with equal probability at all nucleotide positions within a genome (Orgogozo 2015), or with equal probability in all genes of a genome. The prediction that trichome pattern evolution in *Drosophila* is likely to involve the *svb* gene (McGregor et al. 2007) has an inference gain of approximately 17,500 (*svb* is one gene out of the total of 17,737 genes present in the genome of *D. melanogaster* (FlBase FB2017_04). In contrast, the prediction that morphological evolution is likely to involve signaling ligand encoding genes (A. Martin and V. Orgogozo 2017) has a lower inference gain, estimated to be about 180 in the stickleback fish, as the proportion of genes associated with gene ontology (GO) terms “extracellular region” and “receptor binding” in the stickleback *G. aculeatus* (BROADS1) is 115/20,787 (Martin and Orgogozo 2017). Predictions at the level of the gene or at the nucleotide level have a higher inference gain than predictions about broader classes of mutations.

**The causes of genetic repetition**

In general, authors put forward several arguments for the over-representation of certain genetic loci for phenotypic traits of interests and suggest that their combination explains repeated evolution. Arguments for the importance of cis-regulatory mutations versus coding changes are not reviewed

Several non-exclusive hypotheses have been proposed to explain why some genetic changes repeatedly drive certain phenotypic changes or adaptations during evolution (Table 2).

Table 2. Non-exhaustive list of arguments that have been proposed to explain hotspot genes

<table>
<thead>
<tr>
<th>Argument</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mutation bias</td>
<td><em>Pitx-1</em> is located within a fragile chromosome region, which exhibits a higher rate of breakage and is thus prone to deletions caused by DNA break repair by non-homologous end joining (NHEJ) (Y.F. Chan et al. 2010). Primate chimeric genes involved in retroviral defense have evolved multiple times through the transposition of <em>CypA</em>, encoding a protein with high affinity for viral proteins, with a <em>Trim5alpha</em>, encoding a protein involved in virus degradation. Such an event seems intuitively unlikely but it did occur several times, probably because <em>CypA</em> is prone to retrotransposition and formation of hybrid genes by exon shuffling (R. Malfavon-Borja. 2013; Z. Zhang. 2003).</td>
</tr>
<tr>
<td>Large target size</td>
<td>The <em>Mc1R</em> coding region contains a large number of sites which, when mutated, yield a viable phenotypic change (N. Gompel and B. Prud’homme 2009). <em>Oca2</em> is a large gene: in humans it contains 24 exons spanning 345 kb (N. Gompel and B. Prud’homme 2009).</td>
</tr>
<tr>
<td>Intragenic modularity</td>
<td>In the mouse <em>Peromyscus</em> the <em>Agouti</em> gene harbors a large cis-regulatory region decomposed into several modules, allowing many nucleotide sites to be tweaked to generate precise and specific pigmentation changes in various parts of the body (C.R. Linnen. 2009).</td>
</tr>
</tbody>
</table>
| Genetic potentiality | The reduced content of amylose, a characteristics of cereals with sticky texture, can only arise via mutations within the *Waxy* gene, which encodes a granule-bound starch synthase (T. Lenser and G. Theissen 2013).  
No other mutations than coding mutations in opsin genes can lead to change in light wavelength sensitivity (S.C. Morris 2003). |
| Optimal Pleiotropy | Interspecific changes in anthocyanin pigment intensity in flowers is more likely to involve transcription factor genes of the MYB family than basic helix-loop-helix (bHLH) or WD40 repeat family members because MYB genes usually have more tissue-specific functions and thus fewer pleiotropic effects (M.A. Streisfeld and M.D. Rausher 2011; A. Kopp 2009). |
| Mutational Path | A mutation in tuberculosis strains providing resistance to a first antibiotic acted as a preliminary condition and strong predictor for the secondary evolution of multidrug resistance on five continents (A. Manson 2017). |
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| Hemiplasy: Standing Variation, Introggression, and Horizontal Gene Transfer | The non-shattering allele $sh4$ in rice was already present at low frequency within wild populations, so that independent selection has probably driven the same allele to fixation in distinct varieties (T. Lenser and G. Theissen 2013).

Adaptation to high altitude in dogs evolved via an allele of $EPAS1$ that was already present in highland wolves, by interbreeding (Z. Fan, D. Ortega-Del Vecchyo, R.K. Wayne 2017). |

A first category of explanation can be attributed to mutational bias: certain mutations are more likely to occur than others. For instance, a region that is prone to structural variation or transposon insertion is likely to undergo repeated rearrangements, thus facilitating certain gene-to-phenotype changes (Y.F. Chan et al. 2010). Adaptation to high-altitude in Andean house wrens and hummingbirds has been associated with single point mutations in the $\beta A$-globin gene and these mutations appear to lie within CpG sites, which are known to be chemically instable and highly mutable (S.C. Galen et al. 2015; A. Stoltzfus and D.M. McCandlish 2015; M. Lynch and B. Walsh 2007). A recent study of various high-altitude species (C. Natarajan et al. 2016) discovered other mutations in $\beta A$-globin that increase affinity for oxygen, indicating that other genetic paths are theoretically possible. In Andean house wrens the spontaneous mutation rate appears to have biased evolution towards certain genetic paths. Spontaneous mutation rates are higher for transitions ($A \leftrightarrow G$ or $C \leftrightarrow T$) than for transversions (Lynch and Walsh 2007). Using this property as a test case for investigating the role of mutation biases, Stoltzfus and McCandlish compiled from existing literature a list of putatively adaptive amino-acid changes that have evolved in parallel in natural or experimental contexts. They found a fourfold excess of transitions over transversions (A. Stoltzfus and D.M. McCandlish 2017), suggesting that the repeatability of adaptive coding changes is at least partly explained by biases in the mutations. This is consistent with a “first come, first served” model where even if a number of possible mutational paths to adaptation exist, the ones that are more likely to emerge in the first place are more accessible to selection, and are thus repeatedly observed when the environmental challenge is replicated.

79
Two other categories of explanations (named “Intragenic Modularity” and “Large Target Size” in Table 2) are related to the fact that compared to other loci that may provide mutational paths to the considered phenotypic change, a given gene may be favored because of its properties at the DNA sequence level: a large intergenic region that can provide relatively more possibilities for a modular control, or a large coding region allowing many amino-acid sites to be tweaked.

A third category of explanation deals with gene function itself rather than just the physical properties of the stretch of DNA hosting their information. Kopp used the term “Optimal Pleiotropy” to propose that only certain genes may host the potential for tuning a given phenotype without deleterious effects. In this concept, the emphasis is on the capacity of certain genes to yield specific effects, whether they simply have a limited number of roles, or on the contrary, a large number of roles but sufficient modularity to allow genetic uncoupling of these roles (A. Kopp 2009). Similarly, the “Architecture of Gene Networks” may highlight “hub” or “input/output” genes that are more likely to coordinate a cascade of changes and thus, drive effects accessible to selection (McGregor et al. 2007; Stern and Orgogozo 2008).

A fourth mechanism deals with “Permissive Mutations” that may relax the constraints preventing a given change and thus open a new valley in the adaptive landscape. This phenomenon was reviewed recently (J.F. Storz 2016) and has been mostly studied in the framework of protein evolution (R.D. Tarvin et al. 2017; J.D. Bloom, L.I. Gong, D. Baltimore 2010; A. Manson et al. 2017; T.N. Starr, L.K. Picton, J.W. Thornton 2015). The predictability is of the form “if change A has happened, then change B is likely as well because we observed that A is often followed by B”. In principle, such phenomenon could also apply to genome-wide epistasis, with mutational paths being contingent on allelic states present at distant loci on the genome, as has been observed in “Evolve and Resequence” experiments (J.B. Anderson et al. 2010; A. Long et al. 2015).

Finally, another explanation underlines the higher capacity of certain derived alleles to circulate among the branches of a species phylogeny, due to various mechanisms such as incomplete lineage sorting or standing genetic variation (e.g. C.T. Miller et al. 2007), genetic introgressions in intermixing populations or closely related species (e.g. J. Enciso-Romero et al. 2017; Z. Fan, D. Ortega-Del Vecchyo, R.K. Wayne 2017; L.T. Dunning et al. 2017), or even horizontal gene transfers between distant branches of the
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tree of life (e.g. F.W. Li et al. 2014; J.A. Metcalf et al. 2014; J. Ropars et al. 2015). These cases, named “collateral evolution” or “hemiplasies” (reviewed in Stern 2013; Martin and Orgogozo 2013) contrast with stricto sensu occurrences of genetic parallelism (R.W. Scotland 2011; Stern 2013; J.F. Storz 2016) because the alleles are identical-by-descent rather than identical-by-state. The derived phenotypes may be “convergent”, i.e. show a pattern of homoplasy due to a discontinuity on a phylogeny, but the genotypes are not, hence representing a so-called “hemiplasy” (J.C. Avise and T.J. Robinson 2008). As our understanding of gene flow is rapidly improving in the phylogenomic era, it is likely that the a priori observation of connectivity between two lineages will increase our capacity to make predictions on causal mechanisms of gene-to-phenotype change (R.W. Wallbank et al. 2016).

In summary, predictable genetic changes may be 1) under the influence of a mutational bias (site-specific rates of mutation); 2) in a large locus, more prone to change due to a sequence size parameter (narrow mutational target size, independently of genetic function – large target size, intragenic modularity); 3) in a gene that is inherently poised to tweak a given trait due to properties of its molecular function or regulatory interactions (narrow mutational target size, due to the structure of the genotype-phenotype map; genetic potentiality; architecture of gene networks; optimal pleiotropy); 4) contingent upon the pre-existence of other changes in the genome (mutational path); 5) a by-product of allele sorting or transfer processes (hemiplasy).

Prediction accuracy

Good predictions are not only the ones with high inference gain, but also the ones with high accuracy. As a matter of fact, the prediction that tomorrow will be a sunny day is better with 95% accuracy than with 50% accuracy. Accuracy corresponds to the ratio of correct predictions to the total number of cases evaluated. How accurate are the predictions about the genetic loci of evolution? Some appear to be 100% accurate whereas others are not. Pigmentation evolution in flies was predicted to involve mostly cis-regulatory mutations (Carroll 2008). A recent review compiles 32 cases of pigmentation evolution in various Drosophila species: all of them are caused by cis-regulatory mutations and none are caused by coding changes (J.H. Massey and P.J. Wittkopp 2016). If we suppose that existing approaches are not biased
towards cis-regulatory changes, then it means that so far the prediction for cis-regulatory evolution is 100% accurate. Resistance to trimethoprim in *Escherichia coli* was correctly predicted to be associated with genes encoding dihydrofolate reductase enzymes in 308 of the 320 tested resistant strains, thus giving an accuracy of 96% (A. Brolund *et al.* 2010). An examination of 192 worldwide populations of *Arabidopsis thaliana* exhibiting natural variation in flowering time found that approximately 70% of the early-flowering strains carried deleterious mutations in the hotspot gene *FRIGIDA* (C. Shindo *et al.* 2005). The prediction that variation in flowering time in *A. thaliana* should involve deleterious mutations in *FRIGIDA* has thus an estimated accuracy of 70%. In tetrapods, the *MC1R* receptor and its antagonist *Agouti* together account for 54% of the 206 published cases of pigmentation variation (Martin and Orgogozo 2017). This percentage is inflated by a “caveman effect”, which is a type of sampling bias: these two genes might be called “pigmentation hotspot genes” because there are precisely the loci researchers look at first when digging for genetic changes driving pigment variation. Nonetheless, the 54% value gives a maximum estimate of the accuracy of the prediction for a commonly studied trait.

The prediction that genes encoding signaling ligands should be responsible for morphological evolution is one of the less accurate predictions that have been presented. According to experimental data, about 20% of the cases where an animal morphological difference has been mapped to a gene involve a signaling ligand gene (80/391, Martin and Orgogozo 2017, www.gephebase.org). In sticklebacks, 14 genome-wide QTL studies ended with the identification of the causal gene and 4 of them identified a secreted ligand gene, thus giving an estimated accuracy of 28%. The ligand prediction is still better that the null model of each gene having an equal probability of being responsible for the phenotypic change, as ligand genes represent less than 5% of the total number of genes in a genome (Martin and Orgogozo 2017). A more accurate formulation of the ligand prediction is thus that for animal morphological evolution signaling ligand genes are over-represented compared to their proportion in genomes.

Interestingly, the accuracy of actual predictions does not appear to be determined by the strength of the arguments that have been proposed to substantiate them. A wealth of arguments have been proposed for the importance of cis-regulatory mutations in morphological evolution (Carroll 2000; B. Prud’homme, N. Gompel, S.B. Carroll 2007; Wray 2007) and
yet this prediction does not appear to be accurate for plant morphological evolution (M.A. Streisfeld and M.D. Rausher 2011).

**Inference gain varies with phenotypes**

Certain phenotypic traits are associated with predictions of high inference gain while other phenotypic changes call for low inference gain predictions. Predictions about metabolic activity or resistance to particular molecules appear to have more inference gain than predictions about morphological differences. For example, evolution of C4 photosynthesis can be associated with a few specific amino acid changes in the $PEPC$ gene (P.A. Christin et al. 2007) and antifolate resistance in *Plasmodium falciparum* with only 6 mutations in the dihydrofolate reductase ($DHFR$) locus (M.S. Costanzo and D.L. Hartl 2011).

In contrast, pigmentation pattern evolution can be caused by mutations in at least 10 genes in *Drosophila* flies and 13 genes in vertebrates (Table 3).

**Table 3. Non-exhaustive list of genes responsible for evolution of pigmentation pattern in natural populations in Vertebrates and Drosophila flies.** See www.gephebase.org for details

<table>
<thead>
<tr>
<th>Vertebrates</th>
<th>Drosophila flies</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Agouti</em></td>
<td>bab1, bab2</td>
</tr>
<tr>
<td><em>Atrn</em></td>
<td><em>Dat</em></td>
</tr>
<tr>
<td><em>BCO2</em></td>
<td><em>Dll</em></td>
</tr>
<tr>
<td><em>CYP2J2</em></td>
<td><em>ebony</em></td>
</tr>
<tr>
<td><em>EIF2F2</em></td>
<td><em>omb</em></td>
</tr>
<tr>
<td><em>HERC2</em></td>
<td><em>pdm3</em></td>
</tr>
<tr>
<td><em>KITL</em></td>
<td><em>tan</em></td>
</tr>
<tr>
<td><em>MC1R</em></td>
<td><em>yellow</em></td>
</tr>
<tr>
<td><em>MGRN1</em></td>
<td><em>wg</em></td>
</tr>
<tr>
<td><em>Oca2</em></td>
<td></td>
</tr>
<tr>
<td><em>SLC45A2</em></td>
<td></td>
</tr>
<tr>
<td><em>Taqpep</em></td>
<td></td>
</tr>
<tr>
<td><em>TPCN2</em></td>
<td></td>
</tr>
</tbody>
</table>
Importantly, additional data about the phenotypic change of interest can help narrow down the number of candidate genetic loci. Coat-darkening phenotypes in natural populations of vertebrates have been associated to only two of these pigmentation genes, the *Agouti* signaling protein (*Agouti*) and melanocortin-1 receptor (*Mc1r*). So these are the best candidates genes for natural coat-darkening phenotypes. Of note, spontaneous coat-darkening phenotypes in mice have also been associated with mutations in two other genes, *attractin* (*Atrn*), and *mahogunin* (*Mgrn*) (E.P. Kingsley et al. 2009). Moreover, knowing whether the coat-darkening phenotype is dominant or recessive reduces the number of candidate mutations further: a gain-of-function in *Mc1R* is inferred for dominant phenotypes and a loss-of-function in *Agouti* for recessive traits (E. Eizirik et al. 2003). The better characterized the phenotypic change, the more inference gain one can have. For example, pelvic-reduced sticklebacks were found to exhibit a left-right directional asymmetry of pelvic bones, as in *Pitx1*-null mice, thus strengthening the prediction that the underlying gene should be *Pitx1* (M.D. Shapiro et al. 2004, Y.F. Chan et al. 2010).

Rockman and others have argued in favor of a polygenic model behind complex traits (R.A. Fisher 1918; M.V. Rockmann 2012; E.A. Boyle, Y.I. Li and J.K. Pritchard 2017), suggesting that the genetic loci underlying certain complex traits may not be predictable. We do not doubt the generality of this view, but it is useful to stress that traits assumed to be multigenic are sometimes found to be oligogenic (S. Makvandi-Nejad et al. 2012). Focusing on large-effect loci can facilitate the discovery and identification of some of the genetic causes of phenotypic variation. This said, it remains critical to look for alternative mutations and avoid the pitfall of ascertainment bias. The power of contemporary association mapping in naturally variable populations and of genome-wide genotyping for QTL analysis shall facilitate our escape from the low-hanging large-effect loci and help us draw a balanced view of genetic predictability in the next decades.

**Does prediction accuracy vary with time scale and taxonomic range?**

As the taxon of interest becomes more distant from the set of species from which genetic knowledge is available and from which predictions are elaborated, predictions may be less likely. For example, table 3 shows that
genes involved in pigmentation evolution in vertebrates cannot be used as candidate genes for pigmentation evolution in flies. C4 photosynthesis evolved many times independently in grasses and sedges through mutations in phosphoenolpyruvate carboxylase (PEPC) via a limited number of amino acid positions and the distribution of sites that have repeatedly mutated differ significantly between grasses and sedges, indicating that the genetic basis of C4 photosynthesis evolution is slightly different between taxa (Christin et al. 2007). A meta-analysis of ~25 cases (G.L. Conte et al. 2012) suggested that probability of gene reuse declines with divergence time between the two taxa under consideration. However, this trend was not reproduced with a larger dataset (118 cases, Fig. 6 in J.R. Gallant et al. 2014). Therefore, we cannot conclude from current data that independent evolution of the same phenotype is more likely to involve mutations in the same genetic locus when taxa are closely related than when they are distantly related.

Conclusion

Even though predictions about the loci of past evolution do not rely on advanced theoretical models, they have proved relatively accurate so far. Predicting the mutations of the past can help not only to understand the mechanisms of evolution, but also to genetically-engineer domesticated species and to infer the mutations that will occur in pathogenic microorganisms.
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