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Abstract Tomography is one of the most promising techniques today to provide spa-
tially localized information about internal network performance in a robust and scal-
able way. The key idea is to measure performance at the edge of the network, and to
correlate these measurements to infer the internal network performance.

This paper focuses on a specific delay tomographic problem on a multicast diffu-
sion tree, where end-to-end delays are observed at every leaf of the tree, and mean
sojourn times are estimated for every node in the tree. The estimation is performed
using the Maximum Likelihood Estimator (MLE) and the Expectation-Maximization
(EM) algorithm.

Using queuing theory results, we carefully justify the model we use in the case
of rare probing. We then give an explicit EM implementation in the case of i.i.d. ex-
ponential delays for a general tree. As we work with non-discretized delays and a
full MLE, EM is known to be slow. We hence present a very simple but, in our case,
very effective speed-up technique using Principal Component Analysis (PCA). MLE
estimations are provided for a few different trees to evaluate our technique.
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1 Introduction

The need for comprehensive measurement of the Internet has generated considerable
interest in certain classes of statistical inverse problems. A particularly interesting and
practically relevant measurement paradigm is afforded by end-to-end probing, where
test packets called probes are sent across the network between participating sources
and receivers. In this paradigm the network transports the probes just like any other
packet, and does not cooperate with measurement in any way. The analysis of the
probe data aims to estimate network characteristics such as link capacities and server
loads, to provide path bottleneck localization and characterization, and to remotely
measure traffic characteristics.

The network model underlying end-to-end measurement analysis is typically
queueing network inspired. For example, in network delay tomography, the mea-
sured end-to-end transit times or delays of probes are used to infer the delays in-
curred at nodes internal to the network, which are attributed to queueing in network
elements. However, with the exception of the special case of a single source and re-
ceiver, the statistical models adopted for network elements in the literature are not
actually queueing systems, but are postulated a priori.

The goal of this paper is to study a network inference problem with a firm founda-
tion in queueing networks, thereby contributing simultaneously to network tomogra-
phy, and to the nascent area of inverse problems in queueing. We study a problem in
delay tomography over trees: probes are sent from a single source to multiple destina-
tions over a feedforward network of nodes. We consider multicast trees, where each
node of the tree copies its departing probes over all of its child links. Hence each
probe sent from the root node effectively broadcasts over the entire tree until copies
arrive at each leaf. Timestamps at the root and leaves can be compared, so that each
multicast probe gives rise to a vector of delay values. Multicasting is supported by
today’s Internet protocols and represents an economical way to reach many receivers,
and most works on delay tomography exploit it.

A typical delay model used in tomography over multicast trees is given as follows.
To each node there is a random process controlling the delays imparted to packets.
The node processes! are mutually independent (spatial independence) and are each
individually i.i.d. (temporal independence). Thus the end-to-end delay of each probe
at a given leaf is the sum of independent random variables, with (in general) different
distributions, corresponding to its ancestor nodes in the tree, as shown in the example
of Fig. 1. The normal or cross-traffic packets in the network are taken to be respon-
sible for the build up of node queues and hence the delays which are experienced by
probes, however they do not enter explicitly in the description. Cross traffic is not

INote that usually the processes are associated to links, not nodes, but as these are in 1-1 correspondence
this is not essential.
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E () ds

Fig. 1 Example of a delay tomography problem over a tree: to estimate the means of the six internal
random variables [y, I1, I, I3, I4 and [5, just by observing samples of the three end-to-end delay variables
dy,dyand d3, whered| =ly+11 +13,dy =g+ 11 +lg,anddz3 =lp+1h + 15

assumed to be multicast, indeed the multicast tree is a construct of the probing exper-
iment, whereas cross traffic traverses the full network and simply intersects the tree.
Finally, it is assumed that probes are rare enough so as not to significantly perturb the
normal traffic over the tree.

In this paper we study the tomography problem as above in the case where the
node delay variables are each exponentially distributed. We formulate a Maximum
Likelihood Estimation (MLE) problem for their parameters, implemented using the
Expectation Maximization (EM) algorithm. Our contributions are as follows. First
we show how the tomography model described above corresponds to the delays ex-
perienced by probes in an appropriately defined queueing network also carrying cross
traffic, thereby justifying the assumptions of a delay tomography problem over a tree
in terms of queueing networks for the first time. Secondly, as a delay tomography
problem, it is novel in that (see below for details) we do not focus on non-parametric
estimation or alternatively with general but discretized delay, but instead work with
the full MLE of a continuous density. In particular this involves dealing, both theoret-
ically and practically, with the non-trivial combinatorics inherent in the conditional
expectations over a general tree topology. We derive explicit solutions for the com-
bined E and M steps. Finally, we provide a technique for convergence acceleration of
the EM algorithm, which is notoriously slow, allowing much larger trees to be con-
sidered than would otherwise be the case. The technique has some novel features and
may be of broader interest.

Our work is the first to propose a delay tomography model based on exponential
delays (see however [13]). Given the accepted queueing origins of network delays, it
is surprising that such a canonical choice has escaped attention until now. The chief
reason for this omission, as argued for example in [16], is that there is no generally
accepted model for the delays in Internet routers, so that flexibility is essential to
match reality. While this point is well taken, our view is that realism also requires that
node models be consistent with their purported queueing underpinnings, something
which has never been shown previously, even in models which introduce, a priori,
atomic components in an attempt to reproduce queue-like features [13, 18]. Although
the exponential distribution is not considered to be a close fit to packet delays in
the Internet today, is it a natural first choice when making a rigorous connection to
queueing networks.

To give an example of applications, our techniques could be used by service
providers in order to monitor the quality of real-time services. In the case of ADSL
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‘triple-play boxes’ providing IP TV services today, service providers own the end-
user equipment, and so can run measurement software as well as operate the back-
bone and access networks. They therefore have the incentive and the ability to use
multicast protocols.

The paper is structured as follows. We begin by discussing prior work in Sect. 2.
Section 3 describes the queueing inverse problem and how it maps to the delay to-
mography problem. Section 4 provides necessary background to the MLE and the
EM algorithm, and Sect. 5 shows how these apply in the present case. Section 6 is a
technical one showing how expressions for the conditional expectations over the tree
which arise can be calculated explicitly. Section 7 exploits these solutions to provide
the MLE for a number of example trees, using our EM acceleration technique, which
itself is described (and further illustrated) in Sect. 8. We conclude and comment on
future work in Sect. 9.

2 Related work

We describe three areas of related work: delay tomography, inverse queueing, and
EM acceleration.

The first delay tomography paper [7] exploited probe multicasting. It used non-
parametric estimators, but only recovered the delay variance at each node rather than
the full delay distribution. The related work [16] extended the approach to the entire
distribution by discretizing delay, effectively introducing a multinomial model for
each node delay, and therefore a large number of parameters. The non-parametric esti-
mators described were based on recursive conditional independence of child subtrees
and deconvolution, and have no direct link to the MLE. In [14] a similar multinomial
delay model was taken, but a pseudo MLE approach was employed. A full MLE was
avoided in order to reduce complexity.

Since multicasting is not always practically feasible, a number of works, including
[4, 18, 19] examined unicast alternatives based on a packet-pair scheme where probes
are sent in as closely spaced pairs so that they will experience similar delays until a
branch point is reached, after which they follow different paths. Here the likelihood is
simpler as probes approximately ‘multicast’ over two paths only, but the packet-pair
assumption introduces additional noise and a much higher probing overhead. In [12],
hybrid ‘flexicast’ combinations of unicast and multicast probing are explored in order
to tradeoff estimation accuracy against computational and probing costs.

The use of discretized node delay models make tradeoffs between computational
cost and accuracy difficult. A small number of papers address this, as we do, by
using parametric approaches involving continuous distributions. Using unicast prob-
ing, [18] proposes a mixture model for node delays including Gaussian densities
and an atom representing the minimum propagation delay. A penalized likelihood
was adopted to control the number of Gaussians in the mixture which is maximized
using an associated EM algorithm. More recently, using multicast probing [2] also
employs a mixture model including a single atom, this time combined with multiple
uniform and exponential densities. The analysis is performed in the transform do-
main with sampled characteristic functions and performs an L, based optimization
using quadratic programming, which scales better than EM to large trees. In [13] a
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mixture model, consisting of an atom combined with a continuous density satisfying
certain conditions, is considered for flexicast probing. Based on examples on simple
trees, MLE based approaches are considered but then discarded as intractable in fa-
vor of moment based methods using least squares. The study is preliminary but the
observations on identifiability important.

In terms of model our work is most closely related to [13] as it treats as a special
case the exponential multicast problem as we do, though only over the simplest (two
receiver) tree. Otherwise, our work is related to [2] since exponential delays are al-
lowed, and multicasting is used. Our work is less general (and realistic) in insisting
on exponential delays alone, but is more realistic in that it is consistent with an ac-
tual queueing network model. In terms of solution approach our work is again most
closely related to [13] in that an explicit EM solution to the MLE is obtained, but
again only for the simplest tree. Over general trees, our work is perhaps closest to
[19] in that an EM algorithm is used to find the MLE of a parametric problem in-
volving densities, although the MLE is quite different. Another key difference is that
our work does not use distributed methods to evaluate the EM, instead the simplic-
ity of the node model allows closed form solutions for EM to be obtained. We also
accelerate the EM in a new way as described below.

The literature on inverse queueing is small, and we know of no work which deals
with inference of queue parameters based on observations made across a queueing
network which is not a tandem network. In particular we know of no work based on
discrete observations of system time over a tree network. The most closely related
work is [1], which treats a number of inversion problems, including that posed here
in the special case of a tandem queue network. The simpler context allows some more
explicit results to be given. On the other hand here we treat arbitrary trees and provide
an acceleration method for EM which is also of (great) benefit in the tandem case.

It is well known that the convergence of the EM algorithm can be slow, and there is
a considerable literature devoted to speed-up techniques. An element of our technique
involves over-relaxation, that is inflating the jump size recommended by EM. This
idea is not new, for example it figures in [3, 9, 17], and was explored by Lange and
others in the context of EM Gradient Algorithms (see Sect. 4.13, [15]). However,
our jump size update rule, which does not bound the allowed increase at any step,
is extremely aggressive, and qualitatively different to those we have seen elsewhere,
although it shares with [8] the principle that if a candidate step proves too aggressive,
in particular if it leads to a decrease in likelihood, then a safer ‘fallback’ position can
be taken (see also ‘step decrementing’ Sect. 4.14.1, [15]). The other core element
of our technique involves using Principal Component Analysis (PCA) to efficiently
exploit the information contained in prior evaluations of the likelihood, and to help
counter the instability inherent in aggressive updates. This approach was inspired by
recent work in robotics [6] in the quite different context of automated path finding.
We know of no work which uses similar ideas to accelerate EM or related algorithms.

3 A delay tomographic queueing inverse problem

We begin with the model for cross traffic only, and then consider how probes can be
introduced.
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Consider an open Kelly [11] network of single server FCFS queueing stations
connected in a tree topology. Routes corresponding to a given customer class can only
move away from the root station (and are not multicast), but are otherwise general,
entering the tree at any station and exiting either that same station, or any other further
down the tree. The arrival process to route (or class) r is Poisson of intensity A,. All
packets have exponential size with mean 1, and the service rate of station j is u ;. We
consider only parameter values consistent with a stationary regime.

We first consider the special case of a tandem network of K stations, as it serves
as a building block for what follows. Assume that route r = 0 traverses the network
from root to leaf, so that for each customer in class O we can associate an end-to-
end system time, or delay d. We will call such a route a path. Using the well known
product form results for such a system in equilibrium, it is straightforward to show
that the marginal distribution for the number N({ of customers of class O in station j,
1 < j <K, at a given time instant is

S K o\ N
p(zvgzng,sz...,K):H(_O) <1__0>7

o1 \Yi vi

where yj = jj— 3", o je, Mr is the residual service capacity of station j available to
class 0. By examining the number of customers of class 0 in the system at departure
times and conditioning on d, it can then be shown [1] that d is the sum of K inde-
pendent exponential variables, one per station, where the mean parameter for station
J 1is just the reciprocal of the residual service capacity y; — Ag. Furthermore, it is
known ([11], Corollary 3.3, p. 62) that the departure processes of the classes exiting
the system at station K are Poisson and mutually independent, and that departures
from any of these prior to some time ¢ are independent of the system state at time .

Now consider a tree network. The above result for a tandem applies directly to any
path, that is the end-to-end delay of each customer of a path is given by the sum of
independent exponentials. Note however that this does not imply that the delays seen
over different paths are independent. Now the set of stations in any two paths can be
partitioned into three tandem subnetworks: a shared portion S from the root down
to some last shared station A, and two unshared portions U; and U, beginning from
children of A, each terminating at a leaf.

The independence properties given above for the tandem network apply to cus-
tomers exiting A. They imply that the arrival processes to each of U; and U, are
independent not only of each other, but also of the states of U; and U,, since the
latter are functions only of the prior departures from S, which as noted above are
independent of the state of S at the departure instant of each probe. Since the service
times of the stations in U and U, are also mutually independent, it follows that the
delays incurred over U; and U, are likewise independent both of each other, and of
the delays incurred (by the customers of either path) over S. In summary, delays over
the tandem subnetworks S, Ui, and U, are mutually independent, and inside each of
these, delays experienced by customers of a given class (i.e. path) are given by a sum
of independent exponentials. This argument extends naturally to the entire tree.

We now introduce multicast probe customers into the system, which behave as
follows. The probes arrive as a Poisson process of intensity A to the root station.
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Once a probe has arrived at a station it is treated exactly like a normal customer, but
upon exiting, copies are instantaneously made which arrive simultaneously at each of
its child stations. Hence each multicast probe traverses all paths (end-to-end routes)
but no other routes.

Clearly the system consisting of cross-traffic classes plus the multicast probe class
over the tree is not a Kelly network. However, as before, the tandem analysis above
applies, showing not only that probe delays over each path are distributed as a sum of
independent exponentials, but also that the probe delays on a given path can be ana-
lyzed as if the cross traffic were absent, provided the appropriate reduced capacities
are used. Furthermore, the above arguments concerning the decoupling of the delays
experienced over the shared portion of paths from those below it continue to hold.
However, the relationship between delays seen by customers of different paths within
the shared or the un-shared portions is now substantially different.

To examine this question we revisit our two path example, but now consider the
customers on each path to belong to the same multicast probe class.

Shared part: there is now only a single probe customer process rather than two. This
can be interpreted as perfect station-by-station dependence of the delay components
from each path, in contrast to the situation for cross traffic where the service times
of customers, for example, were independent.

Unshared part: the arrival processes from A to U; due to path 1, and A to U; due to
path 2, remain Poisson, but are now identical rather than independent, resulting in
dependence between the delays of probes (and cross traffic) seen over U; and Us.

To see why the delays of probes are now dependent on the unshared part, consider
the following simple example without cross traffic, where U; and U, each consist
of a single node of capacity w. In other words, U; and U, are M/M/1 queues with
independent service times, fed by the same Poisson Process of intensity A. Each
queue has a marginal probability (1 — p) := (1 — %) of being empty. Now U (resp.
U,) is empty at the arrival time ¢y of the Nth probe packet if and only if the previous
probe had a delay Dj (resp. D) which is less than the inter-arrival time ty — ty_1.
Assume in contradiction that spatial independence holds between D; and Djy; this
leads to:

o0
P[both queues empty] = / PID; <t,Dy <7t]Plty —tny_1 =71]dT
0

2
P
=120+ .

which is not equal to (1 — p)? (unless p = 1), the result one would obtain if the wait-
ing times were independent. But this is a contradiction, because the assumptions of
independence between D and D», and on the service times, clearly implies indepen-
dence of waiting times. It follows that the delays must in fact be dependent.
Although multicast probes break the strict spatial independence property of path
delays, we expect this dependence to be weak in most cases, since the arrival
processes at Uy and U, remain independent of the states of Uy and U, (at arrival
instants), the service times in U] and U; remain independent, and furthermore the
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cross-traffic arrivals (from paths or other routes) are independent as before. In par-
ticular, if we assume that A is small, so that with high probability there is no more
than a single probe in any given station, then the states of U; and U, are only slightly
perturbed by probes and are thus approximately independent, and so the delays over
U, are U, are likewise close to independent.

It is a general principle of network probing that A be kept small, in order to avoid
consuming network bandwidth, perturbing the system to be measured, and to prevent
probes being confused with network attacks. Since A is under the control of the
prober, it is quite reasonable to assume it is small. This same rare probing assumption
justifies the assumption of temporal independence in the time series of probe delays
associated to each path, used in the MLE formulation below.

In conclusion, the delays of rare multicast probes sent over a Kelly tree network
of cross traffic closely hew to the assumptions of a spatially and temporally indepen-
dent delay tomography problem over a tree with exponential delays. Namely, per-
station delays experienced by probes obey a simple structure: perfect dependence
over stations on the shared part of the path, and independence between the unshared
parts. Cross traffic appears only through the values of the residual capacity parame-
ters {y; — A} to be estimated. Since A is known, the residual capacities {y;} relating
to cross traffic only can subsequently be recovered. The actual intensities {),} and the
server rates {4} are not identifiable, however they can be recovered in principle by
other means, for example using a prior measurement phase with fixed packet sizes,
as discussed in the tandem case in [1].2

4 The EM algorithm

In this section we provide the necessary background to maximum likelihood estima-
tion.

4.1 The maximum likelihood estimator

We observe a set X = (x(1),...,x(N)) of random vectors which are assumed
iid. with a multivariate probability density function (p.d.f.) py, where o =
(a1, ...,ak) is some unknown parameter vector we want to estimate.

For a given set of observed data X = (x(1),...,x(N)), the function Lx(0) =
1_[,N= 1 Po(x(i)) of the parameter vector 6 is called the likelihood function. The maxi-
mum likelihood estimator (MLE) is then defined to be

& = argmax Ly (0) = argmax log Lx (6) (1
0 0

and can be found by solving the likelihood equation:
dLx(0) _ dlog Lx(0) _
00 00 N
log L(0) being called the log-likelihood of 6.

0, orequivalently 0, 2)

2An interesting discussion, in the context of a priori node models, of how the addition of atoms can assist
in identifiability is given in [18].
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The MLE is a very popular estimator, which has been shown to be biased but
consistent and asymptotically efficient when N tends towards infinity, and is known
to exist under suitable regularity conditions [5]. In some cases where the data is in-
complete it can be quite hard to calculate, and for this reason the EM algorithm was
introduced.

4.2 The EM algorithm

Sometimes the observed data is not the complete data itself, but only some sub-
set, or a manifestation of this data. That is, instead of observing a set of data
X =(x(),...,x(N)), we just observe their images under some measurable func-
tion f,i.e. we observe ¥ = (y(1),..., y(N)) with y(@) = f(x(i)) fori € {1,..., N},
which we write with a slight abuse of notation ¥ = f(X). The likelihood function for
this datais then: Ly () = ]_[lN:l qo(¥(i)), where gy is the p.d.f. of the random variable
f(x) with x having the p.d.f. pg, and can be expressed as gg(y) = ff*l () P9 (x)dx.

This likelihood can be tricky to compute, and it can be even trickier to solve the as-
sociated likelihood equation. In such a case, an alternative is to use the EM algorithm,
which is based on the following iterative formula:

Gkt — argmax Q(@, &(k)) 3)
0

where Q(G,&(k)) = Esw (log Lx(0)|Y) is the conditional expectation of the log-
likelihood of the parameter vector 8 with respect to the unknown data X, under the
assumption that x follows the p.d.f. p;« and knowing that f(X) =Y.

Using the independence of observations and the linearity of expectation, this can
be rewritten:

N

b = arg;naxZIE&qc) (log po(X)| f (x) = y(D)). 4
i=1

Usually, this iteration is computed in two steps, the E-step where the conditional
expectation is computed, and the M-step where it is maximized over 6. Starting from
an initial value @, the EM algorithm is then the following algorithm:

Algorithm 1 EM algorithm

1: procedure EM(&©, v)

2 k < 0;

3 loop

4 compute Q(0, &®) :=E,u (log Lx(9)|f(X)=7Y) for all @; > E-step
5: compute %1 := argmax, Q (0, a®); > M-step
6 if @*+tD — 3® then return @™ ; else k < k + 1;

7 end loop

8: end procedure
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In other words, we compute the recursive sequence (& ®))ren, defined by &© and
(4) for all k in N. The starting point &) is an arbitrary point in the parameter space,
or may be chosen using some simple ‘first guess’ estimator. Of course, in practice the
stopping criterion “&* 1 = &% will typically never be reached and is replaced by
a more practical one.

The EM algorithm has the following interesting properties:

Property 4.1 For all @® Ly@**tD) > Ly(@W), which is a direct consequence
of the following lemma:

Lemma 4.1 For all 61 and 6>, log Ly (6>) —log Ly (61) > O(65,61) — 061, 61).

Property 4.2 Any fixed point of the algorithm in the interior of ® is a solution of the
likelihood equation.

Property 4.1 states that the likelihood of & X increases with each iteration of the
algorithm. When the likelihood has an upper bound, which is almost always the case
in practice, the property also shows that the sequence (Ly (&®))en converges. Prop-
erty 4.2 shows that if the sequence (&*)) converges, it converges towards a solution
of the likelihood equation.

Unfortunately, even if the sequence (Ly (&*))) converges, it might be possible in
some cases that the sequence (&(k)) does not converge. We refer to Wu [20] and
McLachlan and Krishnan [15] for sufficient conditions of convergence of (@®y,
proofs of the properties and more details about EM.

5 EM for exponential tomography

In this section we apply the EM algorithm to our delay tomographic problem.
Consider a tree 7, and call T the set of its nodes and V C T the set of its leaves.
We introduce the fixed parameter vector o = (@) jer and the variable parameter
k)

vectors ¢ ®) = (& j ) jer- The complete data random vector x of the previous section

will correspond to the vector I € R” of the delays of each node, which are supposed
independent and exponentially distributed with expected value «, and the observed
data vector y will correspond to d € RY, the vector of all end-to-end delays from
the root to each leaf. We will have d = f () for some linear function f depending
on the topology of the tree. We recall that the probability density function of an
exponentially distributed variable of mean value j is po,(z) = %e’z/ o,

The fixed vector o will be referred as the ground truth, and the variables vectors
&™) as the current estimates (of EM). We wish to estimate « via ¢®, hoping that this
last sequence will converge ‘close to’ «. In networks context, «; corresponds to the
mean sojourn time of probes in server j.

The results given in this section actually hold more generally for any set T and V
with any random exponential vector / € R” (with independent coordinates) and any
linear function f : R” — RV In particular they hold for delay tomography problems
where the network topology is not tree-like.
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5.1 Specialization of the iterative formula

Usually, each iteration of EM can be computed in two steps: the E-step, where we
compute the conditional expectation of the log-likelihood, and the M-step where we
maximize it. But when the hidden data belongs to the regular exponential family, as
is the case here, it is well known [15] that the E- and M-steps can be solved directly
in one step. In other words, the iteration can be made more explicit. Indeed, we have
from (4):

N
1
o (k+1) . o
a = arg;nax N E E4w (log po (D f(D) = d(l))

i=1

N
— argmax Z f{l|f(l)=d(i)} log(pg (l))P&(k) hHdl 5)
e 9qm (d) ’

_ )
where in our case pg(l) = HjeT ei/_e i, and log py(l) = ZjeT(logaii - é—’/) for
every 6. ' '

We notice that log pg (1) is easily differentiable according to 0, giving:

dlog py (D) 1 I 1
_erv — =——(0; =1,
36; 0; T 9]2( i)

and therefore E;w (log pe (1)| f (I) = d (7)) is also differentiable, with:

0Eqw (og paOI1f () =d@) _ 1 Jurwy=aan® —Lpaw D dl

00, 9% qgw (d(@))

1 .
= _Q_ZE&(k) (0; —1ild@))
J

1
= —— (8] — Eaw (1;1d0))).
%

‘We then have:

0N | Egw(ogpo(DIf () =d()) 1 LN |
l Nb; :_;%(QJ_N;E&(@(IJ-ICZO)) .

Thus, setting this derivative to zero leads to 6 = % ZlNzl Esw (Ild(i)), and so
LN
a* b = 5 ;E&<k) (11d (). (6)
1=

Remark 5.1 Here we have generalized the conditional expectation to the mul-
tivariate case. That is, in Eyw (I|d(i)), | is a vector, where we have defined
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Eqwo(1d @) == (Egw (1;1d(i))) jer, and the sum ZlNzl E4w(]d(i)) is to be under-
stood as a component-wise addition.

We just reduced the E- and M-steps to one, a significant simplification which in
many contexts would almost constitute a ‘solution’ to the problem. However, com-
puting the conditional expectation E;«) (/|d) remains a challenge as it involves deal-
ing with combinatorics over the tree, and is in fact a main part of our work. In the
next section, we explain how it can be computed efficiently. First, we point out an
interesting property which will be useful later.

Property 5.1 For any linear function f, we have for all k:

o1 Y
cky 7 L .
fl )—d—N;:l d(i) @)

where again d is a vector defined by averaging component-wise.

Proof Thanks to the linearity of the conditional expectation and the linearity of f,
we have in our case that E;w (f(1)|d) = f(Egw (/|d)). Therefore,

F(a%+) ZEa(k) FDIdD) = ZEoAk) dld(i)) = Zd(l)

Because of this relation, we know that each term of the EM sequence (6{ (k)) except
the first will satisfies f(@®)) = d. Therefore, the sequence stays in f~!(d) which,
since f is linear, is a linear subspace of RT.

6 Explicit formula for E(/|d)

In this section we compute the conditional expectation E« (/|d), which is the key to
the evaluation of the step function (6). Since

Je-1ayPaw DAl g0 (11d)

Esw(|d) = T ’
a0 (U]d) ff*l(d) Pt (D dl qa0 (d)

®)

the calculation can be divided in the computation of the two terms g;w) (d) and
Eam (]d).

By their nature these calculations are detailed. This section is self-contained and
could be skipped on a first reading.
6.1 Notations

In this section we are interested in a single iteration of the EM algorithm. In order
to simplify notations, we will here (and only here) write « instead of @©. Similarly,
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in order to have another point of view and nicer notations, we will also introduce the
rate yj = O[L and use the notation py, (z) = yje”#/° instead.
J

We recall that 7, T, V C T, = (I;) jer € RT and d = (d;)jev € RV denote
respectively the tree we consider, the set of its node, the set of its leaves, the vector
of delays on each nodes and the vector of end-to-end delays in the tree. The variable
vectors o = (&) jer and y = (¥;) jer is the current estimate of EM.

As in Sect. 5, the observed data are the end-to-end delay vectors d(1),...,d(N),
and are the images under some linear function f7 of the unknown complete data
I(1),...,l(N), where f7 captures the details of the tree topology.

We provide T with the order < defined by: forall i, j in 7, i < j if i is an ancestor
of j. With these notations, the function f7 : R” — RY such that f7(I) =d is given

by Vk e V, (fr(D))r =dr = ZjeT [, and the two terms of the fraction (8) can be
Jj=k
written:

qa(T,d):/ 1 l_[yje*wlj dl and ga(T,l|d):/ 1 l_[),jefyjlj dl.
fr @ -

l
jeT ffr (d) jeT
)

6.2 Some simple examples

(a) 2 nodes tree

d

In this simple case, since [y and /1 are linked to d by [y + /1 = d, there is only one
unknown. Therefore g, can be expressed as an integral over /g only.

e~ nd e nd >
b

+
Y1—=Y0 Yo—n

d

qu(T,d) = J/om/

e~ V0lo p—r1(d—lo) dly = yoy (
lp=0

and similarly:

e*}/()d 1 eiyld
(T, lold)=J/o)/1< <d— >+ 2).
YI— Y0 YL — Y0 (o — 1)

Although the figure does not suggest it, the problem is actually symmetric in the
nodes 0 and 1. Indeed, what we observe being the sum of two delays, the tree 0 — 1
is equivalent to the tree 1 — 0. Therefore, we have by symmetry:

e—vod e—v1d 1
é';'a(T,llld)ZJ/o)ﬂ( 5+ <d— ))
(Y1 — ) Yo — VI Y0 — V1

(b) Root with 2 leaves

(D o
@
) o
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In this case, since lo + 11 = dj and lp + [ = d;, we can consider as before only one
unknown [, and express g4 as an integral over /o between 0 and dy := min {d, d>}.
Since [y, /1 and [, are nonnegative, [y has to be smaller than d; and d>. We have:

d
go (T, d) = yoyi )/2/ ! e~ Volo ,=v1(d1—lo) ,—=72(d2~lp) dly

lh=0

e~ V1(di1=do) p—y2(da—dp) e}/ldleyzd2>

=mmmGwm +
Vi+yv2—Y Yo—Y1—¥2

and similarly:

_ oo e~ V1(d1—dp) ,—y2(d2—do) B 1
& (T, bld) = yoy1y2| e dy — ——
Vi+v2—Y Yi+yY2—%
e V1di g=12d2 )
+ - 9 9
(Yo —y1 —»)?
—y1(d1—dp) ,—y2(d2—dp) 1
%Uﬁ@=mmmGﬁme ¢ (w—%——————)
vi+v2—v0) V=V — "2

e~ V1di =12y 1
+ (dl - ))
Yw—vi—n Yw—vi—n
and &,(7,[|d) can be deduced from &,(7,I;|d) by symmetry between nodes 1
and 2.

6.3 Inductive expression

The last example above can readily be extended to more than two leaves. More gen-
erally, it suggests that it be possible to express g, (resp. &) for any tree as an integral
over the delay in the root node from O to the minimum of the end-to-end delays, of
some term using g, (resp. &, and g, ) inductively applied to the child subtrees of the
root. We now show how this can be done.

Let O denote the root of the tree, and p the number of its children. In the case
where the tree is a single node, i.e. p =0, we have obviously g, (d) = ype 7%,
When p > 1 we denote by 71, 7?2 . T the associated child subtrees. Subtree
T® has nodes T® and leaves V) c T,

We notice that (V(l), ve, V(p)) forms a partition of V, and therefore any
vector d in RY can be identified with a vector d = (dV,d®,...,d®) in RV" x
RV? x ... x RV, Similarly, any vector / in R” can be identified with a vector
1=, 1D, .., 1)y inR x R x ... x RT".

%<
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Theorem 6.1 Define dy :=min{d; | j € V}. The following inductive relation holds:

d p
qaaidr=/momw‘m“[fI%AT“%w”—wm»}dm, (10)
It

=0 i=1

where the slight abuse of notation d® — (ly) denotes the vector (d;i) — l())jev(i) €
RV,

Proof For a more convenient notation, we introduce for each i € {1, ..., p} the func-
tion f) := f7q which is to the tree 7 what the function f7 is to the tree 7.

We notice that the following relation holds: for all / in RT letd = f(); then for
all k € V, there exist one unique i € {1, ..., p} such thatk V@ and:

4 =di=3 li=lo+ Y 1 =lo+(fO0)),
jeT jeTm
J=zk J=k

This gives, forall i € {1, ..., p}, d® = (o) + fP (D), and therefore:
l(i) c (f(i))_l(d(i) _ (ZO))~

Therefore, the integral in (9) over/ € f}_l) (d) can be sliced as an external integral
over lp e _[O, dp] where do = min{dy | k € V}, and a product of internal integrals over
1D e (£~ dD — (1y)) for each i, which gives

do

P .
@ .
qa(T,d)zf yoe 0l | |/ | | yje_yf(li ) a1 D | dip.
1lo=0 i=1 (f(i))*l(d(i)_(lo))jETi

As we can see, the inner integral looks very similar to the initial integral in (9),
and indeed, we can finally write:

do P L
qwﬂmzf mfm{ﬂ%@“ﬂ“—%ﬁﬂw
=0

lhy=

i=1 [

The function &, (7 ,1|d) also satisfies an inductive relation, but its expression is
slightly more complicated. From (9), similar reasoning shows that the following in-
ductive formula holds. For the root:

do

awwmzﬁ

0=0

p

w%fw{rhaﬂiwtwmqmm (11)
i=1

and for any node j € T \ {0}, leti € {1, ..., p} be the unique child of the root such

that j € T\, we have:

do

@wa=/

lOmeW{&U@J?W”—thdﬂﬂﬂm—%ﬂph
-

ki
(12)
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Using this inductive formula, it is possible to deduce a recursive algorithm com-
puting the expanded symbolic expression for the terms g, and &,. However, we prefer
to derive an alternative expression which, as we will see presently, is simpler.

6.4 More examples

The following examples can be derived using the inductive expressions above. The
first generalizes the case of a unary tree to any number of nodes, and the second is a
simple tree for which the expanded expressions of g, and &, are already quite com-
plicated. Here and below we recommend that the reader first focus on the expressions
for gq .

(c) Unary tree with K nodes

K K —
w(T.d q
(T, d) = (E y’)];l'[k#(yk 5
K v 1
« (T, 1i|d d_
D= (]1:[1]/])<nk7él()/k )( ;yk_%)

—y;d
+ 3 .
”y Wi —vi) [ Tazi ik —v))
/ k#j

(d) One root with two 2-server leaves
(L) (s )— &

B (1) d

As we did in Example (b), we introduce dy := min {d1, d»}. We have:

qa(T,d)

e~ V1(di1=do) p—y2(d2—do)

—yod
=yon1v2ysvale °<
< M +r2—v)3—yD)s—v2)

e~ V1(d1=do) p—va(da—do)

+
i +ra=v0) (3 =y (v2 = ra)
e~ V3(di—do) ,—y2(da—do) e~ V3(d1=do) p—ya(da—dp) >

* W+r2—vo)1 —v3)(va—y2) * W3 +va—v0) 1 —v3) (2 — va)
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e Vdi =122 e~ V1di p—vady

+Om—m—mxm—me—nfum—m—wﬂm—mﬂm—m)

e V31 p—12d2

4Ym—m—mﬂw—mﬂm—m)

e~ V3d1 p—vada )

+ , and

o—v3s—va)(y1 —y3) (2 — v4)

& (lold)
—y1(d—do) ,—v2(d2—dp)
—nd e N e 1
=yon1v2ysvale 0( (do -
< W +rv2—vo)(vs —v1)(ya—y2) 1 +v2—w)
e~ V1(d1=do) p—vya(da—do) ( 1

. PR

V1 +va—v)3—yD) (2 —va) 1 +v4—y0)

e~ V3(di—do) p—y2(da—dp) 1
. [
Wt+yr2—vo)r1 —v3)(va—y2) (3 +yv2—v0)

e~ V3(di—do) p—va(da—dp) 1
+ (- )
w+ya—vo)(v1 —v3) (2 —va) (3 +va—vo)

e~ Vd1 p—v2da e~ V1d1 p—vads

+ -
V- =) 2B—vDW—1) W-—vi—vw*—y)2—vs)

e~ V3dig—12d2

+
Yo —v3— 7221 — »3)(va — »2)

e~ V31 p—vady
, and

+
Yo —v3—va) (1 — 3) (V2 — v4)
&x(l11d)

e~ V1(di1=do) p—y2(d2—dp)

—od
=yoy1y2y3vale ™ 0(
< i +yv2=v0)(s —v)(ya—y2)

1 1
X <d1 — d() - - )
-—r—v2) -y
e~ Y1(di=do) ,—va(da—do) 1 1
+ <d1 —do— - )
1 +yva—vo)(vs —vD (2 —va) -—vi—v) (3—v)

e~ V3(di—do) p—y2(d2—do) e~ V3(di1—do) p—va(da—dp) )

+ +
B+r—00 —»*W—r) W+r—1¥ -2 —vs)

e~ V1di =22 1 1
+ (d] — — )
Vo—vi—v2)Ws—vDa—r2) o—-—ri—yv2) (-
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e V141 p—Vvad2 1 1
+ (d1 — - )
Vo—v1—va) (3 —vy) (2 —va) —-—vri—v) 3—)

e~ V3d1 p—v2da e~ V3d1 p—vada )

+ +
V- —1)V —v)2m—1)  —v—vd — )22 — )
&y (B|d),E4 (I3]d) and &, (14]d) can be deduced by symmetry.

6.5 Explicit expression

One could use the previous inductive formulae with algebraic computation to gener-
ate the expressions for g, and &,. However such a method is not efficient, since terms
have to be merged for optimization. For instance, the inductive formula of ¢, applied
to Example (c) would lead before simplification to a sum of 2X terms, while the sim-
plified expression has only K summands. We therefore give here explicit, already
simplified formulae.

6.5.1 Vocabulary for tree combinatorics

Example (d) shows that the formulae for g, and &, can be expressed as a sum of terms
with a distinct structure. These in fact correspond to particular ‘slices’ or ‘cuts’ of the
tree. In this section we define cuts and related nomenclature (illustrated in Fig. 2)
which will be subsequently used to provide simplified symbolic expressions for g,
and &,.

The following definitions are given in the context of a tree, but they extend natu-
rally to a forest, that is a set of trees.

Definition 6.1 A cut of a tree is a maximal unordered set of nodes for the order <
defined above. In other words, C is a cut of a tree 7 if it satisfies:

(1) Vi,jeC,i#jand j £i.
Q) VieT\C,3jeC,i<jorj<i.

Example 6.1 In Example (d) above, the tree has five possible cuts which are: {0},
{1;2}, {1; 4}, {3; 2} and {3; 4}.

Definition 6.2 We call branch every maximal sequence of nodes (iy,...,i,) such
that for all k € {1, ...,n — 1}, the node i, is the unique child of i.

Every tree can then be visualized as a tree of branches, each having at least two
children. However, a cut as defined above will still be a set of nodes, not branches.
See Fig. 2 for an example.

Finally, as shown in the figure, we will talk about the “past”, the “present” and
the “future” of a cut as follows: The “present” of a cut is the set of all nodes in the
branches intersected by the cut. The “past” is the set of their ancestors in different
branches, and the “future” the set of their descendants in different branches. More
formally, we will adopt the following notations:
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PAST PRESENT FUTURE

N
/
N
/

O NODE } ;
N T
. ]
BRANCH : ‘
. I
. I
‘ I

Fig. 2 A tree with its branches and one of its cuts, with the corresponding past, present, and future of the
cut

Definition 6.3 For each pair of nodes (i, j) in T, we write:

(a) i ~ jif i and j belongs to the same branch and we say that j belongs to the
present of i and i belongs to the present of j.

(b) i < jifi < jandi ~ j, and we say that i belongs to the past of j and j belongs
to the future of i.

The past, (resp. present, future) of a node will be the set of all nodes belonging to
the past (resp. present, future) of this node, and by extension, the past (resp. present,
future) of a cut will be the set of all the nodes belonging to the past (resp. present,
future) of at least one of the nodes of the cut. We will denote these by past(i),
present(i), future(i) for a node i and Past(C), Present(C), Future(C) for a cut C.
It is important not to confuse nodes and branches.

Remark 6.1 The past, present and future of a cut forms a partition of 7.

Finally, we extend the vector d = (dj)jey € RY to d = (d})jer € R by intro-
ducing foreach jin T\ V,d; :=min{dy |k € V and j < k}.

6.5.2 The explicit form of qq

In this section we use the cut vocabulary to define an expression for g, which is not
only closer to closed form, but is also more compact and more efficient to evaluate
than that produced by the inductive formula. The validity of this formula is proved in
the appendix.

For any fixed tree 7 and delay d, we have go (7, d) =I't )¢ cyrof 7 1 (7, d. C),
where I'r :=]] jer Vi and where each term h, (7, d, C) can be expressed as a prod-

@ Springer



388 Queueing Syst (2010) 66: 369412

uct of three factors:
ho(T,d,C) :=r(C)s(C)t(C),

where r(C) depends only on the cut C and its past, s(C) depends only on C and its
present, and 7 (C) depends only on C and its future.

(i) Past and present The factors r(C) and s(c) are given by
e~ Vid

1
r(C) = 1_[ W and S(C) :Hm
k k#j

kePast(C) §<C/ Vi jec

(ii) Future The factor 1 (C) =t(7, d, C) is more complicated as it involves a recur-
sion. To describe it, we regard hy (7, d, C) as functions of all its arguments to allow
it to apply to subtrees with modified delays, and also extend its definition from a tree
T to a forest F. The set of nodes of a forest F is denoted by F'.

If the future of each cut C of 7 is empty, i.e. if the tree 7 is reduced to a single
branch, we have ¢ (7, d, C) = 1. Recursively, we can then define:

H(T.d,C):=]]1;(T.d.0),
jeC
where
Z ho(Fj,d —(d)),Cj)

1(T,d,C) =
! Qkec; Y =V

Cj cut of F;

where F; is the sub-forest of 7 containing all the nodes belonging to the future of j,
and therefore F; := {k € T|j < k}, where d — (d;) is the vector (di — dj)keF_,--

We can interpret d — (d) as the best information we have about the delay between
Jj and the leaves, since we know only that the delay between the root and j has to be
smaller than any delay between the root and the leaves in the future of ;.

The formula ¢,(7,d) is now entirely defined. One can verify that it gives the
correct expressions for the examples in the paper.

6.5.3 The explicit form of &, (1|d)

As we can see in the previous examples, the term &,(/;|d) has globally the same
structure as g, (d) with additional factors. Therefore it is relatively easy to modify
any algorithm computing ¢, (d) to compute &, (/;|d).

For any non-fixed tree 7 and any node i in 7', we have:

Lild=Ir ) hi(T.d,C,0),
Ccutof 7

where for any real number x:
R (T,d,C,x):=r (C)s'(C)I'(T,d,C,x),

where ri (C) (resp. s(C)) depends only from the cut C and its past (resp. present),
and where t' (7 ,d, C, x) involves a recursion.
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(a) Past and present

)= ]

kePastc) (Vk — D jeC V)
k<j

1 e~ vidj

and sxcyzlj

)% jec [ij (e — v Ho%
k#j

where

; 1 ifk=i
8]( =
0 else
is the Kronecker delta.

(b) Future Asfort(T,d, C), the definition of # (T, d, C, x) induce a recursion with
the whole formula. First we introduce

1 1
pi(C) = Z T and o;(C):= Z —.
kepast(i) Yk /€S<€ Vi i;i Yk — Vi

These are terms corresponding respectively to the past and the present of node i. Now

t(T,d,C,x):= ]_[jec té(T, d,C, x), where:

zyT¢LCJ)

(di —0;(C) — p;(C) —x) if future(j)=@ and j =i
1 if future(j) =Wand j #i
B (Fj,d—(d;),C;,0) ‘
— 1 2c; ot 7 W”'(T,d,cvcf’x)
if future(j) #@ and j =i

h(F;.d—(d)),Cj,7;(C)) . . .
D¢ cutof F; Crec, -7, if future(j) # @ and j # 1,

where 1! (T, d, C, Cj,x):=(d; —0i(C) — pi(C) — x + 7;(C})), and where for any
: . — 1
node j and cut C, 7;(C) := Ty
Remark 6.2 1t is important to remember in which tree each term is computed. When
it is not specified, it is implicitly the tree called 7 on the current level of recursion.
We notice that the term x is used only in the cases where j =i. Therefore, the
term 7;(C;) in hy, (F;,d — (d;), Cj, 7;(C;)) above is used only when i € C;.

In order to understand the different cases in the definition of t;'. (7,d, C, x),wecan
have a look at the Example (d). In this example, the term (dy — m) in &, (lo|d)
comes from (d; + 7;(C})) in u' (C, Cj,x), while the term (d; — do — m —

)/3i)/1 ) in &, (I1|d) comes from (d; — x — 0;(C)) withx = 7;(C;) and C = C; (recur-

sive call), and the term (d; — y07;17y2 — V}ly}) comes from (d; — p; (C) — 0;(C)).
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6.5.4 Alternative informal description

A less formal way to describe &, (I;|d) is to consider each term in the expanded ex-

pression of g4(d), and each time a “’;;Z: appears, multiply it by (d — coef’), where

coef’ is the sum of each multiplicative factor appearing in coef and containing y; in
its expression, and each factor being multiplied by (—1) when y; appears in it with
a positive sign. Further, when a term in the expanded expression of g, (d) is of the
Vit o Vjnd . .

form &< —= ™ replace coef with coef”, being equal to coef where all the factors
containing y; are squared.

6.6 Implementation

We can finally compute E, (/;|d) = M("a‘f)l). Our implementation is in the program-
ming language Objective Caml. Only ‘the standard packages of the language were
used.

We need to compute ¢(a) = % ZINZI E,(/|d(i)) at each step of the EM algorithm.
Therefore, the formula E,(/|d) has to be efficiently calculated for a fixed tree 7°
and fixed «, but for N distinct values of d, N being the number of probes used in
the experiment which may not be fixed in advance. It follows that the best way to
compute this formula efficiently is to generate the symbolic expression of E, (/|d)
with o« known and d unknown parameters, to simplify it as most as possible and then
to compute it for each of the N values d(i).

Efficiency is further improved if d = (d;) is precomputed for all j € T, and also
if the differences d; — d; are precomputed and kept easy to access, since they appear
frequently and keep the same value at each different step.

Our program generated the symbolic expression of E, (/|d) as a symbolic tree.
The factors depending only on o were evaluated and simplified during the generation
of the tree. The tree was then reduced as much as possible and was finally evaluated
for each d (i) using the precomputed matrix M (i).

A first sanity check for program correctness, which is easy to perform, is to exploit
the relation d, = Ey (di|d) = Zjﬁk Ey(jld) for all k in V. If the program is correct,
this has to be verified for any value of d and any trees 7 .

6.7 Size of the expression and complexity of the EM step

We will only consider the size of the explicit expression of ¢, in the particular cases
of a unary tree and of a binary tree. In the former case, the size is clearly linear, while
in the latter it is exponential in the number of nodes, and thus doubly exponential
in the height of the tree. Here, we measure the size of the expression in the number
of exponentials appearing in it after reduction, since all the other factors, especially
those involving y, can be precomputed.

For a unary tree with K nodes, the number of exponentials is exactly K, and the
size is then linear. For a binary tree of height 4 + 1, the size S is given by S(h + 1) =
2 % S(h)?, since the terms of the two subtrees of height 4 are multiplied (giving
S(h)?) and are integrated, giving twice as many terms. Since S(1) = 1, we deduce
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that S(h) = 22""'~1_Since the number of node in a binary tree of height & is 2+ — 1,
the size is then exponential in the number of nodes.

We get the complexity of one step of EM by multiplication of this size by the num-
ber of nodes in the tree and the length of data, since we need to compute E, (/;|d (i)
forall jin T and alli in {1, ..., N}. Itis, however, possible to factorize the computa-
tion of the exponentials shared by the expressions, but the number of multiplications
will still be the same.

Finally, the number of steps to convergence is likely to grow with the number of
nodes as well, which increase further the global complexity of the EM algorithm.
This motivates the speed-up technique presented in Sect. 8.

7 Results

We conducted a series of experiments on different kinds of trees. The data were gen-
erated by simulating random delays in a tree using the known ground truth. Except
in Sect. 7.3, each experiment was conducted on a data set of N = 10* samples and
repeated 200 times.

7.1 Unary tree case

This case was first studied in [1] and [10], where two and three nodes cases were
tested.

(a) Two node case In the simple case of a tree with two nodes, we have some
additional results on the convergence of the EM sequence. Property 5.1 becomes
&{kﬂ) + &ékﬂ) = d. This relation implies that there is only one unknown value, and
thanks to this, it is possible to prove the following result by using the intermediate

value theorem.

Theorem 7.1 In the two node case, the sequence (&ik), &ék)) converges to a finite
limit which is a solution of the likelihood equation (2).

The general EM properties (usually) ensure that the sequence (L (& (k))) keN con-
verges to a finite limit. This theorem goes further and ensures that the sequence

(&gk), &ék)) converges too, which is not a classical result for EM.

The detailed proof can be found in [1] and [10], and uses the fact that, since (for all
k>1) &gk) + &ék) =d, the likelihood Ly (&@®) can be expressed as a function of &ik)
alone. Therefore, the proof cannot be generalized to more than two nodes. Table 1
gives some results obtained in this case.

(b) Nine nodes case (U9) Table 2 shows the results for the following unary tree
with 9 nodes.

The main difficulty for estimating such unary trees comes from the fact that we
get the same information for all the nodes. In particular, the estimation can only give
the values of the mean delays modulo an unknown permutation. We will also see in
Sect. 8 that the convergence of EM for this tree is very slow.
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Table 1 Experimental results of the EM estimator (&1, &p) for various ground truths in the 2-node case

Gr. truth Mean 10% percentile 90% percentile Variance!/2/Mean
(1.1, 1) (1.114,0.987) (1.044,0.881) (1.220, 1.057) (0.0644, 0.0725)
2, 1) (1.999, 1.003) (1.933,0.946) (2.063, 1.063) (0.0244, 0.0446)
(10, 1) (10.003, 1.003) (9.866,0.942) (10.148, 1.070) (0.0115,0.0501)
(100, 1) (100.044, 1.015) (98.782,0.827) (101.368, 1.214) (0.0104,0.1514)

Table 2 Experimental results obtained for a unary tree with 9-nodes

600—200)—100)—(50)—(20)—(10)—(5 )—(2 )—(1

Gr. truth 500 200 100 50 20 10 5 2 1
Mean 498.42 194.98 99.59 49.88 26.10 10.55 5.38 4.25 3.79
10%-tile 481.47 150.08 48.31 13.93 5.78 1.54 0.099 0.087 0.077

90%-tile 512.30 236.78 155.35 79.58 56.20 24.94 12.19 10.86 9.99
o/Mean 0.025 0.175 0.428 0.486 0.769 0.990 0.897 0.904 0.974

7.2 General case
We present here some results obtained for other different trees.

(a) Binary tree of height 3 (B1H3) In the case of a binary tree, the estimation are
accurate too, with again a slight bias on the smallest values, as shown in Table 3. The
estimations are in a sense easier for this tree than for the unary ones because we get
more information and also because each node can be discriminated from the others,
while in the unary trees all the nodes are equivalent.

(b) Binary tree of height 4 (B1H4) Table 4 shows the results for this tree: the
estimation are still very good. The difficulty for bigger binary trees arise from the
complexity of the EM step computation rather than the accuracy of the estimation.
We made some simulation on a tree of height 5 and obtained good estimations too,
but they were very long to compute.

(c) Tree with branches (B3H?2) The results for this tree are given in Table 5. Trees
such as the last one, with several parallel branches, are the hardest to estimate because
they combine both difficulties seen in unary and binary trees: a difficult estimation in
each branch where we have the same information for all nodes, and a high complexity
of the EM step because of the multiple parallel subtrees.

7.3 Speed of convergence
All previous results were conducted with sample size N = 10*. Figure 3 studies the

speed of convergence of the maximum likelihood estimator with respect to N. In
order to save space, we present results only for the tree B1H 3, but results are similar
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Table 3 Experimental results obtained for a binary tree of height 3

Ground truth 100 4 30 25 15 75
Mean 100.03 4.01 29.99 0.9999 25.007 14.996 74.995
10% percentile 99.62 3.95 29.86 0.98 24.85 14.88 74.70
90% percentile 100.42 4.04 30.12 1.02 25.14 15.11 75.35
Var!/2 /Mean 0.0032 0.0092 0.0031 0.012 0.0045 0.0060 0.0034
Table 4 Experimental results obtained for a binary tree of height 4

Ground truth 10 7 14 20 150 8 1 0.1
Mean 10.01 6.99 13.99  20.03 149.95  7.999 1.0004  0.0999
10% percentile 9.67 6.66 13.52 19.50 14777  7.80 0.99 0.096
90% percentile 10.35 8.14 1532 20.98 152.17 829 1.71 0.28
Variance!/2/Mean ~ 0.03 0.04 0.03 0.02 0.01 0.02 0.01 0.01
Ground truth 100 11 60 20 30 8 12
Mean 100.09 11.30  60.13  20.01 30.03 8.002 12.01
10% percentile 99.83 10.56  59.8 19.59 29.58  7.86 11.85
90% percentile 102.16 13.13 6147 2131 31.65 10.27 14.19
Variance!/% /Mean 0.01 0.03 0.01 0.01 0.01 0.01 0.01
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Table 5 Experimental results with the tree “B1H3” below

Ground truth 20 2 1 6 5 4 80 60 3

Mean 19.86 2.63 1.79 6.30 4.79 2.63 78.80 61.34 1.63
10% percentile 19.40 1.50 0.68 5.18 3.09 0.62 70.31 54.70 0.0052
90% percentile 20.35 3.92 2.98 7.58 6.03 4.86 84.89 70.28 3.74
Var!/2 /Mean 0.021 0.36 0.48 0.15 0.24 0.59 0.088 0.012 0.096

Cdf

31 32 33 1000 10000 100000
Estimation Sample size

Fig. 3 Left plot: the cumulative distribution function of the maximum likelihood estimator of node 30
for different sample sizes. The right-side shows the relative standard error for all nodes on the same tree
B1H3, depending on the sample size

for the other nodes and trees. One might notice that smaller sample size can lead to
good results: with as few as 1000 probes, 90% of the experiments estimate node 30
with less than 10% error. On the right plot, the relative standard error (i.e. the square

root of the variance, divided by the mean) are parallel lines of slope — %, which means

1 ; 1
that the standard error decreases as TN and the variance as N

7.4 Comparison to the least squares method

In [13], Lawrence et al. discard MLE based approaches due to their computation time
in favor of moment based methods using least squares. Table 6 presents the results
obtained by their method for 200 independent experiments with the same sample
size N = 10%, for the tree B1H3. This shall be compared with the results of MLE in
Table 3. Other trees lead to similar results, and were omitted for space reasons. As ex-
pected, the MLE approach yields better results, especially for nodes that have a small
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Table 6 Experimental results obtained for B1H 3, using the least squares method from [13]

Ground truth 100 4 30 1 25 15 75

Mean 99.98 4.04 29.93 0.93 24.77 15.18 75.07
10% percentile 98.22 242 28.73 —0.19 22.58 13.92 73.54
90% percentile 101.91 5.46 31.20 2.21 26.77 16.31 76.65
Var!/2 /Mean 0.014 032 0.033 1.009 0.060 0.062 0.017

Table 7 Experimental results obtained for the tree B1H 3, with imperfect measurements

Ground truth 100 4 30 1 25 15 75

Mean 98.1 3.6 323 3.3 25.8 16.1 76.1
10% percentile 96.7 3.4 31.9 32 25.4 15.8 75.2
90% percentile 99.3 3.9 32.8 35 26.2 16.5 77.1
Var!/2 /Mean 0.01 0.05 0.01 0.04 0.01 0.02 0.01

delay. However, the main advantage of moment based methods is their speed. The
simulation of the 200 experiments took only about one minute for the least squares
approach, whereas our algorithm needed 45 minutes. This difference increases for
larger trees.

The complexity of an estimation technique can be expressed in two ways: the
number of independent probes needed to reach a given precision, and the time needed
to compute the estimator based on those probes. The relative interest of each method
will depend on which of these two steps is the most crucial for the specific application
considered.

7.5 Resilience to measurement noise and imperfect models

They are many ways to introduce model or measurement errors: a full paper could be
written on this topic. We will present only one case, which we hope is representative.
Table 7 presents the results of the accelerated EM algorithm, when each end-to-end
delay was sampled according to the model distribution, then multiplied by a i.i.d. uni-
form value between 0.95 and 1.05. The results are worse: the standard error is about
three times higher for most nodes. However, the errors stay in a reasonable level,
which might indicate that the algorithm is resilient to errors.

8 Steered jumping for EM

In a number of cases, especially when the tree has long branches, the number of steps
before converging to a fixed point can be very large, and since the complexity of each
step is proportional to the length of data, the EM algorithm becomes very slow when
N becomes large. The complexity of each step rises also very quickly with the size
of the tree, since the growth is quadratic in the number of nodes for an unary tree,
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Fig. 4 Plot of some trajectories
of the step function for the
ground truth o = (0.1, 1, 10)
and for a sample of N = 1000
data. The sequences of point are
sequences of iterations of the
algorithm. The small arrows

represents the directions of
g+l _ gk

but can be exponential for a binary tree (see Sect. 6.7). It is therefore important for
this problem to significantly improve the convergence speed of the EM algorithm.
We present a novel such method below.

8.1 Analysis of the iteration
We first illustrate some characteristics of the iteration through two examples.

Example one Consider a unary tree with ground truth « = (0.1, 1, 10). From Prop-
erty 5.1, &% = (&fk), &ék), &gk)) obeys &%k) + &ék) + &ék) =d, so that the system has
only two independent variables. We therefore plot the trajectories of the EM algo-
rithm in a (&ék), &gk)) plot.

Figure 4 shows some sequences of iterations of the algorithm from different ini-
tial conditions. We see that the trajectories all converge toward the same point,
& = (0.83,0.83,8.07). During this experiment, the mean delay was d = 9.73, and
Property 5.1 was respected. We also observe that the trajectories seems to converge
quickly towards a straight line of equation x = 1.7 — y, and once on this line, the

steps becomes very small and the convergence is much slower.

Example two  In this case o = (1, 1/3,0.1, 0.01).

Figure 5 shows the trajectory of the two smallest coordinates of the sequence & *)
for a sample of N = 10000 data, with initial condition the ground truth itself. The
algorithm stopped after 39113 steps. The red points show the trajectory after O steps
(starting point), 1000 steps, 10000 steps and 39113 steps when the algorithm finally
stopped.

As we can see, the trajectory again mostly falls on a straight line, and not unex-
pectedly, the size of each step drops while the trajectory approaches the final point.
Table 8 shows the evolution of the log-likelihood—it increases extremely slowly.

The extremely small rate of increase in likelihood as a function of &*) along the
trajectories means that the usual termination criteria, consisting in stopping when
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Fig. 5 Plot of the values of the 0.02 , , , . . .

two smallest coordinate of each 39112

&% for the ground truth

a=(1,1/3,0.1,0.01) 0.018 | 1
0.016 R

5 10000
0.014 | E
0.012 | ]
1000 0
0.01 4T

0.065 0.07 0.075 0.08 0.085 0.09 0.095 0.1

O3

Table 8 Evolution of the .

log-likelihood corresponding to Number of steps Log-likelihood

the trajectory on the left side; it

increases extremely slowly 0 —1.240947

with k 1 ~1.240910
10 —1.240870
100 —1.240831
1000 —1.240803
10000 —1.240787
20000 —1.240783
39113 —1.240782

[@*+D — g0 < &, or Ly(@*tD) — Ly(@®) < ¢ for some small ¢, or after a fixed
number of iterations, can result in significant errors. The criterion we used to avoid
these traps was to stop when Lg(@%*+1) < L;(@®), which in theory never happens
but occurs in practice because of numerical errors very close to the fixed point.

These two examples illustrate two key characteristics of the EM algorithm (for this
problem). First, the trajectory reaches an area relatively close to the final point rela-
tively quickly, where it enters a ‘glide path’ which is relatively linear, corresponding
in a sense to a valley of the function —log L;(6), or ‘reversed valley’ of log L;(6)
(for the sake of simplicity, we will abusively refer to it as a ‘valley’). Secondly, once
in the ‘valley’, the speed of the trajectory becomes particularly slow. These two ob-
servations inspire the following strategy to accelerate EM: (i) reach a good first ap-
proximation as quickly as possible, (ii) once near the ‘valley’, increase the size of the
steps to go faster.

8.2 The sampling method
This section addresses point (i) above. Our objective is to reach the ‘valley’ leading to

the fixed point extremely quickly, using the intuition that even a rough method should
be able to achieve this objective.
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Fig. 6 Comparison of the first 0.022
100 steps of a normal trajectory
(“normal”, every fifth step is 0.021 1
shown) with 100 steps of the
: . o 0.02 | 1
sampling method (“sampling”),
followed by 10 normal steps 0.019 } B
(“normal after sampling”), from
arandom starting point. The < 0.018 1
ground truth s 0.017 | |
a=(1,1/3,0.1,0.01) and data '
length N = 10000 is as in Fig. 5, 0.016 1
but the data set is different
0.015 R
Normal
0.014 sampling —— |
normal after sampling —<—
0.013 : ‘ ‘ ‘

0.1 0.2 0.3 0.4 0.5 0.6
O3

The method consists in cutting the data (of length N) into N/k subsets of equal
length k (for simplicity we assume that k divides N). We then compute some iter-
ations of the EM algorithm using only one of the subsets as data, the subset being
chosen randomly at each iteration.

More precisely, at each step, instead of computing the usual iteration &*T1D =
% Z,N: 1 Eqw (I1d(i)) we compute one of the following iterations:

1 (j+Dk
G*+D — . > Eaw (Uld@)),
i=jk+1
where at each step, j is uniformly at random chosen among {0, ..., N/k — 1}.

The advantage of this method is that N/k steps based on subsets will cost only
as much as 1 step using the full data, and yet gives a fair first approximation of the
fixed point. This is a way to sacrifice precision for speed, but since we only want
a first approximation here, low precision is acceptable. In particular, during these
cheap steps, the likelihood of the parameters does not necessarily increase, but the
parameters does get closer from the final point.

Several choices of k are possible: in this paper, we used k = ~/N (N = 10000
and k = 100), which worked well in practice. Any other choice (as long as k is “large
enough to be representative, but not too large to gain computation time”’) makes sense.

As anon-rigorous intuition that these cheap steps will still go in the right direction,
note that since the integer j is randomly chosen, the expectation of each random step
is:

g N/kZL ) Gk

E;(a%+D) Z 3 Eaw (1) = ZEW (U1d@)).

j=0 1 Jjk+1 z_l

So, on average, each cheap step goes in the same direction as a normal step.
Figure 6 shows an example of this method. As we can see the first iterations move
in the same direction as the normal EM steps, and 100 iterations of the sampling
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method leads to a point close to the one obtained after 100 normal steps, but costing
only as much as one normal step to get there.

8.3 The steered jumping method

This section addresses point (ii) above. Namely, once we get a first approximation of
the fixed point which is close to or within the ‘valley’, the steps usually become very
small but the trajectory is linear. Our strategy is to exploit this linearity to increase
step size dramatically. We will present the method in a more general context, since
we believe it could be applied to other cases where the same kind of convergence
issues are encountered.

8.3.1 General context

We are given a function F and we want to find a local maximum by using an iterative
algorithm (e.g. the EM algorithm, gradient ascent) which can be expressed as follows:
Starting from some point @©, construct the sequence (@@, &V, ...) defined by the
recursive formula

a® D =a® 4 Ay, (13)

where the parameter Ay is chosen such that F' (&(k)) <F (&(k+l)), with equality if
and only if @® is a stationary point of F. The algorithm stops when the equality is
reached.

The way to compute the parameter A; depends on the chosen algorithm. In the
case of the EM algorithm, we have Ay = % ZlN=1 Esw (11d@)) — &®  n the case of
a gradient ascent, we have Ay = §VF (@®), where VF is the gradient of F, and
where d; is some well chosen positive scalar number.

8.3.2 Jumping method

In a case where the behavior of such an algorithm is as in Fig. 5, namely linear and
very slow, we would like to take much larger steps. More precisely, we would like to
replace the last equation (13) by

@* ) =a® 4 g Ay, (14)

with Bx > 1 and hopefully much bigger than 1, such that the relation F(a®)) <
F (&(k+1)) still holds at each iteration. In some sense, if 8y =n € N we can inter-
pret this as assuming that Ay >~ Ap4 >~ -+ >~ Ay, and approximating all of them
by Ak, and then computing n steps in one. We then say that we “jump” with a factor
Br. Figure 7 shows an example of this method applied to the example of Fig. 5.

This idea is not new as such, and it has been applied to the EM algorithm in [9]
as a generalized conjugate gradient algorithm, and in [17] as an overrelaxed bound
optimization.

The method as described above has two main flaws. First, we do not know how
to choose the values of S efficiently at each step. Secondly, and most importantly, it
sometimes results in a behavior similar to the one visible on Fig. 7. If we try to jump
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Fig. 7 Trajectory using the 0.02
jumping method, projected onto

the two smallest coordinates of

a®  for the ground truth 0.018 | E
a=(1,1/3,0.1,0.01) using the
same data as in Fig. 5. In this
case we tried to jump every 100
steps, i.e. we had B = 1 except
when k£ = 0 (mod 100) where 0.014 | i
we set B = 1000 if

F@®) < F@® + prap), or
Br = 1 otherwise. The visible 0.012 1
gaps between points reveal
where jumps actually occurred.

0.016 i

Oy

The total number of iterations 0.0t r

before reaching the minimum ; ' ) ' ; '

was 14684, compared to 39112 0.065 0.07 0.075 0.08 0.085 0.09 0.095 0.1
for the normal EM Og

too far from one side of the ‘valley’, we end up on the other side rather than reaching
and tracking the ‘valley’ floor, resulting in an inefficient zigzag trajectory. In other
words, increasing step size can cause instability. To counter this, we next modify not
only the size of the steps but also their direction.

8.3.3 Steered jumping method

We modify slightly the formula (14) of the jumping method to read:
a® D =a® 4 g Cr A, (15)

where Cy, will be a well chosen matrix such that F(&@®) < F(a*+D) still holds. The
choice of Cy can depend on many parameters, like the current state of the algorithm
but also its past iterations. It is important to notice that it is always possible to try
different choices of Cy and S and chose the one which gives the highest value of
F@® + B Cr Ap).

In our case, we would like the jumps to be in the same direction as the ‘valley’.
For this, we use at each step the information given by the previous iterations of the
algorithm about the global shape of the ‘valley’ to compute the matrix Cy, via Prin-
cipal Component Analysis (PCA). This was inspired by a method recently developed
in robotics to accelerate the growth of Rapidly-exploring Random Trees (RRT) for
path finding [6].

8.3.4 A short introduction to PCA

Principal Component Analysis is a method used to find the main axes of concentration
of a set of points in a high dimensional space.

Consider a set of points X = (xg, ..., x,), each x; being a point of R4, We con-
struct the d x d matrix C called the covariance matrix of the set of points X, whose
element (7, j) is (x; — X)(x; — x), where x := % ZlN=1 x; is the mean point of the
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set. The matrix is symmetric positive semi-definite, and has the property that it cap-
tures very well the repartition of the points x; in the space, since it is diagonaliz-
able by the Cayley—Hamilton theorem. The eigenvectors (e, . .., ex) associated to its
biggest eigenvalues (A, ..., Ar) (k < d) are the axes where the points are the most
dispersed.

PCA usually consist in the computation of the (e, ..., ex), in order to restrict the
space RY to the subspace Vect{el, ..., ex} with k much smaller than d. To avoid the
cost of computing these eigenvectors, we instead multiply directly by the covariance
matrix, which naturally flattens vectors along the main eigenvector axis.

8.3.5 The PCA-jumping method

We now define the specific method we used based on the principles outlined above.
Other variants are clearly possible, and we discuss some of these later.

The matrix Ci is constructed as the covariance matrix of the set of the last
pr iterations of the algorithm: (&(k’l), e &(k’pk)) for some well chosen py. For
each iteration, we try three possible values for Cy: C ,1 = Id the identity matrix,
C,% = Cov(@*=D, ..., a*~10) the covariance matrix of the 10 last points, and C,?
the matrix of the 100 last points. We will say that C ,i corresponds to using no mem-
ory, C,f to a short memory, and C,? to a long memory. When there are insufficient
points to fill the memory, we take as many as are available, for example when k < 100

we use C,? =Cov(@*=D ... aW).
So that the matrices control the direction but not the size of jumps, at each step k
. L i cia ;
we renormalize to form the steered direction vectors d; = H C’; Ak H A, i=1,2,3.
kSk

We use the following aggressive algorithm to select the step size ,3}; for each i:

(0) Initialize with B = 1;
U)HF@®+ﬁMD<F@®+%%@tMnﬁeJﬁaMmmmﬂ)
else return f3; .

In other words, as long as doubling the jump size improves F, we double again.

Finally, we combine the step size and direction into three candidates: &' = a® +
ﬂ,id,’; for i =1, 2, 3, and set @**1 to the one giving the highest value of F.

It is important to note that despite the opportunistic character of this algorithm,
the crucial inequality F @®) < F(a%+D) when a maximum is not yet reached is
guaranteed, since F (& ®y < F@@® + Ap) is guaranteed by the definition of A, and
because F(@® + Ap) = F@® + 1 x clay) < F@*+h).

8.3.6 The cost of PCA-jumping

Figure 8 gives an example of the EM algorithm with no speed-up, with the jumping
method alone, and with PCA-jumping. Figure 9 shows the corresponding evolution
of the log-likelihood for these trajectories.

The effect of the multiplication by the covariance matrix is that the direction of
the basic EM step Ay is steered towards the axis where the previous iterations are
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Fig. 8 Trajectories of the two 0.0135 . . .
smallest coordinates of & Normal
starting from the ground truth 0.013 | pCA_}ﬂmg 5
a=(1,1/3,0.1,0.01) but with

a different data set than that of 0.0125 |

Fig. 5, using different methods.

The “normal” trajectory (1 point 0.012 |

per 1000 shown) is the EM <

algorithm without any speed-up, ®  o0115 |

“jump” trajectory is the jumping

method without PCA (choosing 0.011

always i = 1), and “jump+PCA”

uses the complete method. The 0.0105

“normal” trajectory has 47073

steps, “jump” has 1215, and 0.01 F T &

“jump+PCA” only 59 ; :
0.088 0.09 0.092 0.094 0.096 0.098 0.1 0.102

O3
8 T 71
Jump
PCA-Jump —H=—
17
'§ 1 1 6.9
=
2 4
_g’ ] 1 6.8
4 6.7
1 Normal 4
Jump o
PCA-Jump —=—
0 . . : . . 6.6
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Number of iterations Number of iterations

Fig. 9 Evolution of the log-likelihood as a function of the number of iterations, corresponding to the
trajectories of Fig. 8. The right-side shows a zoom of the left-side

concentrated. Thanks to this, the unwanted oscillation effect of Fig. 7 is avoided, and
the size of the jumps (i.e. the values of ;) can become much larger.

We used three levels of memory to capture the shape of the trajectory on different
‘spatial’ scales. We noticed that usually all three alternatives are employed by the
algorithm, and that on average the biggest jumps were made with the short memory.

Each level of memory involves computing F', however the cost of this is not larger
than that of computing the initial Ag. In our problem, computing one normal EM step
costs more than computing the log-likelihood |T'| times, since we need to compute
% Z,N=1 Esw(1d(@)) foreach j € T, each E4w (/j|d (7)) being more complicated to
compute than the likelihood. Therefore a single step of the PCA-jumping algorithm
usually costs no more than 2 or 3 times a normal EM step, while the total number of
steps is greatly reduced. The computation of the covariance matrices is, again for this
problem, very cheap compared to the time needed to compute F or Ay.
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Clearly, the above strategy has parameters which could be optimized. In particular
the number of memory levels, and their durations, could be altered. It would also
be possible to use the power C" of a covariance matrix instead of C to increase the
steering effect, or even to use alternative matrices. In [6], PCA (even the eigenvectors)
was computed by using a recursive method allowing points to be added successively
until the number of principal dimensions ceased dropping. Such a method could be
employed here too.

More elaborate methods will always come at increased cost. The advantage of our
particular strategy within the PCA-jumping class is its simplicity, since by selecting
from only three possible steps, we capture the essence of traditional EM, as well
as knowledge of the local and global trajectory shape, and by multiplying by the
covariance matrix, we employ PCA without the usual costs of eigenvector evaluation.
As for the choice of S, our strategy has the advantage of being both simple and very
aggressive, allowing large values of B; to be found quickly and in a single iteration,
with no arbitrary upper limit imposed. (We investigated the possibility of selecting
Bk based on maximizing F @® + BxCr Ax), through a binary search, however, the
overhead of the search was not compensated by the gain in jump size.)

8.3.7 PCA-jumping with sampling initialization: results

Our final method consists of using a number of steps of the sampling method to get
a rough approximation, which is then used to initialize the PCA-jumping method.
To control the resources used by the sampling method phase, we set the number of
sampling steps to be equivalent computationally to a single step of normal EM. This
method was used for most of the experiments presented in Sect. 7.

Figure 10 shows a comparison against the normal EM, using the same ground
truth and data as Figs. 6 and 8, starting from a random point. The speed-up due to the
method is very significant in this case. Table 9 shows a speed comparison against nor-
mal EM for one experiment for each of the 4 main examples of Sect. 7, starting from
the ground truth. All simulations were made on the same Intel Core2 Duo 2.40 GHz
laptop, but using only one CPU. Under the iterations column, “100 4 x”” means 100
sampling method steps followed by x steps of PCA-jumping. In all cases these 100
steps cost as much as one normal step. The cost of the sampling steps was omitted
when computing the average step time for PCA-jumping (last column).

We see that the acceleration method was particularly effective for the trees U9
and B3H?2, where the convergence of the normal algorithm is extremely slow, but
still produces a substantial gain for the binary trees B1H3 and B1H4 where the
convergence of the normal EM was however already fairly good. The reason for
such a difference is, we believe, the fact that U9 and B3H2 each contain long
branches. The reason might be that we get exactly the same information for all the
nodes in one same branch, and it becomes thus much harder to discriminate between
them, resulting in slow convergence. This tendency has been also observed on other
trees.

We used the ground truth as the initial condition here as we noticed that, in some
cases, the normal EM converged towards a local maximum with a likelihood much
lower than the one found by the accelerated method. When starting both methods
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Fig. 10 Trajectories of the two smallest coordinates of &®  for the ground truth « = (1, 1/3,0.1, 0.01),
starting from a random point. The “normal” trajectory (1 point per 5 shown) is the EM algorithm with-
out any speed-up. The “sampling” trajectory correspond to 100 iterations of the sampling method, (with
cost equal to 1 step of the normal EM), and the “jump+PCA” trajectory was obtained by initializing the
PCA-jumping method from the final point of the “sampling” trajectory. The “normal” trajectory has 58034
steps, while the “jump+PCA” has only 78. The computing time for the “sampling” and “‘jump+PCA” tra-
jectories together was 195 times less than for “normal”

Table 9 Comparison between the normal EM and the sampling + PCA-jumping method for one estima-
tion on the 4 trees in Sect. 7, starting from the ground truth

Tree Method Final Log-L # Iterations CPU time Av. step
U9 Normal EM —7.517 341845 1373 m24 s 0.24s
PCA-jump —7.517 100 4- 699 6m46s 0.58s
B1H3 Normal EM —20.107 153 Im21s 0.53s
PCA-jump —20.107 100 + 14 20s 142s
BLHA Normal EM —35.614 207 62m20s 18.07 s
PCA-jump —35.614 100 4- 28 14m12s 30.4s
BAHD Normal EM —10.155 122941 2853 m 16's 1.4s
PCA-jump —10.155 100 + 429 21m40s 3.0s

from the ground truth they converged to the same fixed point, facilitating a direct
speed comparison. Table 10 shows the comparison when starting from a random
point. For the trees U9 and H3B2 the normal EM converged quite quickly to the
final point (thought still less quickly than the accelerated EM), but more importantly,
this point was not the MLE as its likelihood was smaller than the fixed point found
by the accelerated EM. In all the experiments we performed starting from the same
initial conditions, our method converged quicker than the normal EM, and always
gave a likelihood as good as the normal method, if not better.
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Table 10 Comparison between the normal EM and the PCA-jumping method for one estimation on the 4
trees in Sect. 7, starting from a random point

Tree Method Final Log-L # Iterations CPU time Av. step
U9 Normal —17.570 3933 19m26s 0.29s
PCA-jump —-7.517 100 4755 6m53s 0.55s
B1H3 Normal EM —20.107 216 Im57s 0.54s
PCA-jump —20.107 100 + 14 20s 142s
BlHA Normal EM —35.614 315 89m25s 17.03 s
PCA-jump —35.614 100 426 12m44s 29.38 s
B3HD Normal EM —10.255 2043 62m10s 1.8s
PCA-jump —10.155 100 4 676 41m4ls 37s

9 Conclusions and future work

We have considered a network tomography problem based on a finite number of end-
to-end delay measurements made of multicast probes sent over a tree, where each
node of the tree imparts an exponentially distributed delay to each passing probe.
We showed how its assumptions of spatial independence, and sum-of-exponentials
delay marginals, follow naturally from the properties of Kelly networks in the case
of rare probing, thereby firmly establishing for the first time a connection between
a delay tomography problem and an inverse queueing problem over a network with
non-trivial topology.

The problem was formulated as the search for a maximum likelihood estimator
for the parameter, being the vector of mean delays for each node in the tree, which
due to its complexity was solved using the EM algorithm. We showed how the E- and
M-steps could be solved explicitly and combined, reducing the problem to the eval-
uation of a set of conditional probabilities of internal node states, given the observed
delays. We provided two solution methods for these with formal proofs, one based
on a recursion beginning from the root node, the other an explicit expression (though
with some recursive components). The latter has far fewer terms and is amenable to
efficient implementation, and it was used to provide solutions for a number of exam-
ples.

The EM algorithm is notoriously slow to converge, and moreover since the com-
binatorics of the tree make each step very expensive, only trivial trees can be solved
in practice without acceleration techniques. We developed a new technique, PCA-
Jjumping with Sampling Initialization, which provided a speed-up of between one and
three orders of magnitude for our problem. Its novel features include the use of Princi-
pal Component Analysis (yet without the need to calculate eigenvectors) to efficiently
mine local and global information about the EM trajectory in order to control jump
direction, and an efficient and aggressive geometric rule for the size of jumps which
allows large steps to be made when profitable, as is the case for our problem. Ini-
tialization is performed using a ‘Sampling’ method which has very low and bounded
cost, yet is capable of finding a starting point from which PCA-jumping can be effec-
tive. The speed of the method is compared to standard EM in a variety of examples,
and was also shown to provide better estimates in some cases.
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The main directions for future work lie in a more formal analysis of the acceler-
ation technique, its optimization with respect to a number of parameters, generaliza-
tions, and comparison against alternatives. Of particular interest is to understand to
what extent the ‘valley’ phenomenon which inspired the technique holds for other
problems, in particular non-linear ones where fixed points have small basins of at-
traction.
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Appendix

We recall here that we use the notation simplification from Sect. 6. In particular, we
use « in place of a® (asa single iteration is considered), and we set y = (y;) jer =
(1/etj) jer-

A.1 Proof of the density formula

We will now prove that the description we gave for the expanded expression of
qa (7T, d) is correct. For this, we will show that the following equality holds:

4T . d)=Ir Y ho(T,d,C), (16)
C cutof 7

for q4(7,d) defined by its integral expression (9) and for the right-side terms as
defined previously in Sect. 6.5.2. For this we will have an inductive reasoning over
the tree 7, and we will use the inductive relation of Theorem 6.1.

Initialization of the induction
—(@D—»

It is obvious that the formula holds for a single-node tree. In this case, we have
go(d) = yre "9 and it is easy to verify that it correspond to the formula given
previously, since there is only one cut C = {1} with no past nor future. Therefore, we
have: gq(d) = y17(C)s(C)t(C) with r(C) =1, 1(C) =1, and s(C) = e~ "%, which
proves the initial step of the induction.

Induction step 'We consider a general tree, assume by induction that the formula is
true for each subtree of the root, and then prove that the formula is also true for the
whole tree.

For this we will have to make a distinction between two cases: if the root has
only one child and if it has at least two children. This distinction will explain why
we introduced the notion of branch, since in the one-child case, some terms from the
same branch can be combined.
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(a) Root with only one child

(lo ) (Lym 1o

We have T =7\ {0}, V() =V, and dV = d and the inductive formula (10)
becomes:

do
Ga(T,d) = f yoe Mg, (T, d — (1)) dlo.
1o=0

By induction, we suppose the formula true for the subtree 71, therefore:

4o(TV.d =) =Tray > ho(TV.d = (lo). C),

Ccutof 7M
and since I'r = yolr):
do
qo(T.,d)=TT Z e 0p (TW d — (1), C) dlp. (17)
lp=0

C cutof 7
Let us consider a cut C of 7, We have:

ho(TV,d — (o), C) =r(TV,d - (o), C)s(TV,d — (o), C)t (T, d - (ly), C).

Remark A.1 For more convenient notations, we will denote h‘gl)(C) = ho (T, d —
(lp),C) and for r,s,t as well, such that the last relation becomes ht(),l)(C) =
rM)sM ).

We now want to compute this integral: fszio el W ()sW () D (C)dly. As
we can see in their definition, the variable /o does not appear in the terms rC)
and +((C). This fact is obvious for r, but the recursive nature of ¢ make it a little
more difficult to see. But looking back at the definition, we notice that the recursion
is made with “d — (d;) := (dk — dj)reF;”. Since here our whole formula is applied to
d' =d — (lp), we see that the term [y is annihilated in the expression of d’ — (d}) =
((dx —lo) — (dj — l0))kerF;- And therefore, [y does not appear in D).

Thanks to this, we have r(V(C) = r(7W,d, C) and tV(C) =1+ (TW, d, C) and
we can take r(C) and D (C) out of the integral, leaving us with this integral to
expand:

do
/ e*Volos(l)(C) dly
lo=

e V](d

0
= el dly
/10 —0 l_[l_[k~/(yk—yj
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—yj(dj=lo) 7o

:[; He_)/olo e Vo ]
Qjec¥) =0 ¢ l—[lz;/: Ve — 7))

j

e~ vildj—do)

1_[ e~ o
[Ti~j ik —vj)

jeC f
/€ ket

lp=0
_ 1

(Zjec Yi) = Y0

1 e Vidj

+
Yo — ZjeC Vi jec 1_[1;;5 Vk —vj)

s(TW,d —(dy),C) s(TW,d,C)

— ¢ V0do
X jec Vi) =0 V=2 jecVi
7M. d,C
— e—)’odo[((c) + s(i)
Yo — ZjeC Vj

As we will see, the exact value of K(C) is in fact not really important for the
proof. Once here, the hardest part remains: we have to put all these terms together to
prove that the formula is true for the whole tree 7.

Putting the last equation back in (17), we get

1 1
r( )(C)S(T( )3d7 C) (])
tD )
Yo — Z/ec Vi

Go(T.d)=TIr [ﬂodOK/ + Y ] (18)
Ccutof 7MW
where K/ =3¢ ey of 700 (Ot D (C) K (O).
As we noticed already, we have rV(C) = r(7W,d,C) and MV (C) =
t(T(l), d, C). But, since the term t(T(l), d,C) is a term depending only from the
cut C and its future in the tree 7@, which are the same in the tree 7 , we have
t(TW, d,C)=1t(T,d,C).
We will now prove that:

r(TW,d,C)s(TV,d, C)
Yo — Z/ec Vi

=r(T,d,C)s(T,d,C).

It is relatively easy to see by looking at the definitions of » and s, but two cases
must be distinguished: when C is a singleton, like C = {1} here, or when C contains
2 nodes or more. Indeed, if C is a singleton, say C = {i}, then i belongs to the
present of 0 and 1 (note that here O ~ 1), and we have s(7,d,C) = % and
r(7,d,C)= r(T(l), d, C) =1 since the past of C is empty in this case. In the other
case where C has 2 nodes or more, then we see that O and 1 belong to the past of C

and we have s(7 ,d, C) :s(T(l),d, C)andr(7,d,C) = % In both cases,
je J

the identity is then proved.
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This results in:

qa(T,d)=Fr[€_V"d"K'+ E ho(T,d, C):|, (19)
Ccutof 7
C#{0}

since we notice that all the cuts of 7" plus the cut {0} forms exactly all the cuts
of T.

Finally, in order to show that the formula is true for the tree 7, all we have to do
left is to show that the term e 7% K’ is equal to hy (7, d, {0}). If we look back at
the expression of K =) cur of 7O rC)t MW (C)K (C), it seems difficult to show
directly that this sum of terms combine into just one and is equal to hy (7, d, {0}).
Luckily, we will not have to do this, since a simple argument of symmetry will suffice.
All we have to do is to notice that the function g, (7, d) stays the same if we exchange
the nodes 0 and 1, i.e. if we exchange the values of y and y;. This becomes obvious
if we take a look at the two station case, since [] + l» = [I» + [1, the two following
trees are equivalent:

—( ) )—» —()—)—»

More generally, no permutation inside a branch of 7" will change g4 (7, d). Thanks
to this, we see that by exchanging the nodes 0 and 1, we get from (19):

qa(T,d)=FT[eV1d1K”+ > ha(T.d, C)}, (20)
C cutof 7
C#{1}

and by combining (19) and (20), we get e WNOK' + ho (T, d, {1}) = e NI K" +
he (T, d, {0}), and we can finally identify the two terms e 0% K’ and ho (7T, d, {0})
since the term hy (7, d, {0}) contains an exponential function of the form e~ and
ho(T,d, {1}) does not.

Finally, we proved that in this first case the formula (16) is also true for the tree 7.

(b) Root with two children or more

7(1)

(i
TG 1w

The idea here is roughly the same as in the previous case, but the symmetry argu-
ment is no longer required, since here the new terms in =79 will not combine as
they did earlier.
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By induction, we suppose the formula true for all the subtrees 7V, ... 7 We
therefore have for alli € {1, ..., p}:

4o(TO.d =) =Troy Y. ho(TV.dD = (lp). C).
C cutof 7@

In this case, the inductive formula (10) gives

do
(T, d) = / yoe V°’°[Hq (7 d(')—(lo))}dlo
lp=0

i=1

We already have that yq ]_[f:1 I'ro) = I'r. Therefore we get:

qo(T.d) =T /0 e VOIO[H > ha (T“),d(")—(lo),c)} dlo.
lo=0

i=1C cut of T

The product of sums can be easily expanded by noticing that each p-tuple
(C1,...,Cp) of cuts of the trees 7O TP forms exactly a partition of the cut
C= Uf’zl C; of the forest Fo = (T\V, ..., T(P)). We therefore have a bijection be-

tween the cuts C of Fy and the p-tuple of cuts (Cy,...,Cp) of T, ... TP We
can then write that:

d 14
q“(T’d)ZFTf 0 ewo[ > [[n(T (i)’d(i)—(lo),ci)]dlo
1p=0

C cutof Fpi=1

=rr fo ‘VO’O]_[h (79, dD — (), C;)dlp.
0

C cut of Fy

Let us then consider a cut C of Fy. As we did in the first case, we introduce the
lighter notation 1\ (C;) = he(T®,dD — (Iy), C;) and for r,s and ¢ as well, such
that 1 (C;) = r(C;)sD (C;)tV(C;). Here again, we notice that the variable o
does not appear in r(C;) nor t(C;). We can then take these two terms out of the
integral:

do
/ —Volol_[h(l)(c )dlo—l_[ (l)(C )t(l)(C )f e~ ol l_[s(l)(c Ydlp.
lo=0 i=1 i=1 i=1

By looking back at the definition of ¢, and since Iy does not appear in t@(C;), we
have (C;) =1(TW,dD — (ly), C;) =1(TV,dD, C;), and therefore:

p
H’(’)(C)_n [145@.a% c;)=T] ] t;Fo.d.C) =[] 1;(Fo.d. )

i=1 i=1jeC; i=1jeC; jec
=t(Fo,d, C).
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The fact that ¢;(7V,dV, C;) =t;(Fo,d, C) comes from the fact that ¢; (o, d, C)
depends only on the node j and its future.
By looking at the definition of r, we also deduce that:

1 1
| | (@) _
r’(Cy) = | | | | _ | | -
Pl —Ykec Zkec Vi
jePast(7 O C; ) <k jePast(Fy, C) <k

=r(Fo.d, C),

where we recall that Past(7@, C;) is the past of the cut C; in the tree 7@, and
Past(Fy, C) is the past of the cut C in the sub-forest Fo. We especially pay attention
to the fact thatindeed {k € C; | j Kk} ={k e C | j < k}.

We then focus on the integral:

e —Vj (d —ly)

do r do
/ e~ Vol Hs(t)(ci) dly = / e~ Yobo H H dlo
It

0=0 Pl lo=0 i1 jec; Hk ,(Vk—)/,)

d —yidi—
2/ 0 e*VoMH&dlo
lp=0 jeC nlz;/ ()’k - yj)
J
S(./’:.(),d—(d()),c) S(f()’da C)

— g V0do ,
Qjec i) —vo V=2 jecVi

the last equality having been already seen in the first case. Putting all back together
we get

T d)=rr Y |:e—)/0do ha(Fo, d — (do), €)
Cgl;i{oof}'f (Zjec Vj) -0

+ r(Fo,d, C)s(Fo.d, C)t(Fo.d, C)]
Y= jecVi
since the cuts of 7 are the cuts of F plus the cut {0}, and because we already noticed
in the first case that r(Fo,d, C) = r(Fo,d — (dp), C) and ¢t (Fp,d,C) = t(Fo,d —
(dp), C). We then notice that for any cut C # {0}, we have y(r)(_}“’& =r(7,d,C),

Z_'EC Vi
s(Fo.d,C)=s(T,d,C), and t (Fo,d, C) = (T, d, C). Therefore:

qa(T,d)=FT|:e_V0d° > halFo.d = W0).C) > ha(T,d,C)].

C cut of Fy (ZjEC )/j) - Cél;té?g}’f

Finally, since s(7 , d, {0}) = e 7% and (7, d, {0}) = 1, we see that:

— e—)’OdOt(’]" d, {O}) = ha(T, da {0})’

ot g haFond = ).C)

C cut of Fy (ZJEC Yi) — Yo
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and we finally prove that the formula (16) holds also for the tree 7.

To conclude, the induction being now proved in both cases, we conclude that our
formula is true for any tree 7 . The proof of the expression of &, (I|d) follows a similar
but slightly more complicated reasoning and is omitted for space reasons.
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