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Abstract

Consider the process where the n vertices of a square 2-dimensional torus appear consecutively in a
random order. We show that typically the size of the 3-core of the corresponding induced unit-distance
graph transitions from 0 to n − o(n) within a single step. Equivalently, by infecting the vertices of
the torus in a random order under 2-bootstrap percolation, the size of the infected set transitions
instantaneously from o(n) to n. This hitting time result answers a question of Benjamini.

We also study the much more challenging and general setting of bootstrap percolation on two-
dimensional lattices for a variety of finite-range infection rules. In this case, powerful but fragile
bootstrap percolation tools such as the rectangles process and the Aizenman–Lebowitz lemma become
unavailable. We develop a new method complementing and replacing these standard techniques, thus
allowing us to prove the above hitting time result for a wide family of threshold bootstrap percolation
rules on the 2-dimensional square lattice, including neighbourhoods given by large ℓp balls for p ∈ [1,∞].

MSC2020: 05C69; 05C80; 60C05; 60K35
Keywords: bootstrap percolation; percolation time; sharp transition; k-core

1 Introduction

1.1 Background

The k-core of a graph G is the maximal subgraph of G with respect to inclusion whose minimum degree is
at least k. A standard way of finding the k-core of a graph G is running a suitable bootstrap percolation
dynamics on G. Namely, one iteratively deletes an arbitrarily chosen vertex of G with degree less than k
together with its incident edges until no such vertices remain. If G is realised as a subgraph of a d-regular
host graph Γ, the above process may be reformulated as follows: starting with the vertex set V = V (Γ\G),
iteratively and as long as possible, find a vertex in G \ V with r = d − k + 1 or more Γ-neighbours in V
and add it to V .

A classical question originating from statistical physics is to study when a non-empty k-core appears
in an iteratively constructed subgraph G of Γ where vertices or edges arrive consecutively in a random
order. For instance, when Γ is a complete graph whose edges arrive one at a time, the above question
asks about the time when the Erdős–Rényi process creates a graph with a non-trivial k-core. Of course,
this question has a natural analogue when Γ is an infinite graph: in this case, one is interested in the
critical probability pc such that, almost surely, the random subgraph of Γ obtained after p-percolation
has a non-empty k-core when p > pc and an empty k-core when p < pc. When Γ is a lattice (e.g. Z2
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with the usual graph structure) or a finite approximation thereof (e.g. the torus), this question is often
reformulated in terms of the density of initial infections (i.e. the vertices of Γ \G) necessary for bootstrap
percolation to infect the entire graph. If Γ is the infinite d-regular tree and k = 2, the question asks for the
critical probability for the appearance of a bi-infinite path, that is, percolation. Each of these questions
and many more have been thoroughly studied in the last half a century: see [23] for a recent review
emphasising numerous applications, [15, 25, 27] for classical works on the Erdős–Rényi model, [6, 12, 28]
for regular trees, [1, 5, 9, 21, 22] for lattices, among many others. In each of these settings, one of the
most compelling features of the problem is that, for suitable values of k, it exhibits a discontinuous phase
transition. More precisely, when viewed as a function of the density of the initially infected vertices or
edges of G, the density of the core in the host graph Γ suddenly jumps from 0 to a strictly positive value.
Such discontinuous transitions with diverging length scale (known as hybrid or mixed transitions) are
particularly relevant from the viewpoint of the physics of jamming and glassy phenomena.

Besides determining the critical probability/density for the appearance of a non-empty k-core, other
‘critical’ properties are also commonly of interest in this setting. For instance, one wants to know the
size of the critical window in which the transition takes place (see [4, 19, 27], as well as [13, 16, 17] for
generalisations to random hypergraphs). One of the finest types of critical results concerns hitting times.
Consider a large finite graph Γ and its dynamic random subgraph G. The hitting time of a k-core in G is
the first time when G contains a non-trivial k-core. What is the size of this core at the hitting time? In
the Erdős–Rényi case, the answer to this question was provided by Łuczak [25] who proved that the core
density is bounded away from 0 at the hitting time with high probability (as |Γ| → ∞). Since then even
more refined properties of the core at the hitting time are known, see e.g. [2, 24,26].

The goal of the present paper is to establish the even more brutal appearance of cores on lattices while
proposing a more robust route to proving such critical results.

1.2 Models

In the remainder of this paper, we stick to bootstrap percolation terminology and leave the immediate
translation to k-core language via the equivalence in Section 1.1 to the interested reader. We will only
consider threshold bootstrap percolation models since they are the ones in direct correspondence to k-core
models; nevertheless, our methods also work in some other settings (see Section 1.4). Threshold models
are defined by an integer dimension d ≥ 2, a finite neighbourhood K ⊂ Zd, an integer threshold r ≥ 2 (the
case r = 1 being trivial) and a set A ⊂ Zd of initial infections. The dynamics is given by the sets A0 = A
and, for every t ≥ 0,

At+1 = At ∪
{
x ∈ Zd : |(x+K) ∩At| ≥ r

}
,

is the set of sites infected by time t+ 1. Here and below, we use the standard notation x+ Y = {x+ y :
y ∈ Y }, Y + Z = {y + z : y ∈ Y, z ∈ Z}, cY = {cy : y ∈ Y } for c ∈ R, x ∈ Rd and Y, Z ⊂ Rd. The closure
of A ⊂ Zd is

[A] =
⋃
t≥0

At.

As it will often be convenient to consider continuous domains, for A ⊂ Rd, we set [A] = [A ∩ Zd].
We consider bootstrap percolation on the torus T = (Z/nZ)d for large integer n. Note that this choice

is somehow arbitrary and, in fact, any ‘reasonable’ finite approximation of Zd would do; see Section 1.4.
Rather than working with the usual initial condition A0 sampled from a product Bernoulli measure, we
dynamically add infections one at a time. More formally, we consider a uniformly random permutation
σ : T→ {1, . . . , nd} of the sites of T and denote

A(t) = {x ∈ T : σ(x) ≤ t}.

We define the (random) percolation time

τ = min {t ≥ 0 : [A(t)] = T} . (1)
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It remains to specify the neighbourhoods and thresholds we focus on. In the sequel, we restrict our
attention to planar lattices (where d = 2) and only briefly discuss higher-dimensional settings in Section 1.4.
We begin with two classical cases introduced already in the first work on bootstrap percolation on lattices
[22] with thresholds r = 2 on the square lattice and r = 3 on the triangular lattice defined by

K□ = {(0, 0), (1, 0), (0, 1), (−1, 0), (0,−1)}, r□ = 2,

K△ = K□ ∪ {(1,−1), (−1, 1)}, r△ = 3.

The choice of r is not restrictive in the sense that, for smaller values of r, there are finite sets of infections
which infect the entire plane (or torus) while, for larger values of r, there are finite sets of non-infected
sites which remain such at all times. We remark that, while we defined the model K△ on the square lattice
for notational purposes, it is more naturally viewed on the triangular lattice where 3 infected neighbours
(out of all 6) are needed to infect a given site.

As we shall see, the analysis of the preceding two models is considerably simplified by a special property
absent in essentially all other models. We therefore also study certain ‘nice’ larger neighbourhoods. Let
∥ ·∥2 and ⟨·, ·⟩ denote the Euclidean norm and scalar product on R2. We fix a convex set K ⊂ R2 invariant
under rotation at angle π/2 (around the origin) such that max{∥k∥2 : k ∈ K} = 1. For instance, one
could take K to be the ℓp-ball for p ∈ [1,∞] of appropriate radius. For s ≥ 1, we set Ks = (sK) ∩ Z2.
Given Ks, the value of the threshold r we will consider is the smallest one making the model non-trivial
in the sense described above. Namely, given K and s, we set

rs = 1 + min
u∈R2\{0}

|{x ∈ Ks : ⟨x, u⟩ < 0}| .

Models with threshold r < rs are called supercritical and admit finite sets of infections infecting the
entire plane, while ones with threshold r > |Ks|/2 are called subcritical and admit finite non-infected sets
that necessarily remain non-infected at all times (see [18, Proposition 2.1]). The remaining values being
called critical, rs becomes the first critical threshold. Notice that, for large s, there are only Θ(s) critical
threshold values out of the Θ(s2) possible ones.

1.3 Results

Our main result states that the percolation closure spreads extremely abruptly. Namely, only a single step
before the percolation time, a negligible proportion of the torus is infected and, actually, essentially all
infected sites are initial infections.

Theorem 1. Fix a convex π/2-rotation invariant set K ⊂ R2 defining the neighbourhoods Ks for s ≥ 1.
Assume that (K, r) ∈ {(K□, r□), (K△, r△), (Ks, rs)}. There is a constant C > 0 such that, for every large
enough s,

lim
n→∞

P (|[A(τ − 1)]| ≥ τ(1 + C/ log n)) = 0. (2)

We further note that, for each (K, r) as in the theorem, there exists λ > 0 solving a certain variational
problem such that (τ log n)/n2 → λ in probability as n→∞ [14]. In particular, |[A(τ − 1)]| = o(n2) with
high probability while |[A(τ)]| = |T| = n2 by (1).

While the □ and △ cases of Theorem 1 partially answer a question of Benjamini [8] about the effect
of geometry (planar, hyperbolic, etc.) on the transition of the k-core, the large neighbourhood case in our
result is much more challenging and represents our main contribution. Indeed, a large number of results
in bootstrap percolation are only available for the two-neighbour model (on Zd, boxes or tori) thanks to a
classical approach pioneered by Aizenman and Lebowitz [1]. While their proof technique is very efficient,
we shall see that it is also very fragile and fails to apply in reasonable generality. Our approach to large
neighbourhoods is different and has the potential to apply much more broadly. We direct the reader
to Section 2 for an outline of the proof. In this respect, the large neighbourhood part of Theorem 1 is
intended as a proof of concept, even though it already covers interesting models.
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1.4 Extensions

Since our goal is to showcase a new method, we have opted for simplicity over generality of the setting.
Yet, our proof and results can already be extended in various ways.

Boundary conditions. The choice of the torus as our domain is not fundamental. For example, the
same method can be used to show that, for lattice approximations of a smooth finite domain in the plane
with mesh tending to 0, the size of the closure jumps from close to 0 to close to 1 in one step. Yet, some
corners of the boundary may be hard (or even impossible) to infect without waiting for an initial infection
to be added there. For instance, one could consider the □ model on a large square box or the △ model
on a large regular hexagon without encountering this issue, but not if one works on a triangular domain.

Variants of the □ and △ models. Several commonly considered variants can be treated in the same
way. We mention the modified two-neighbour model on the square lattice, in which one requires two
non-opposite neighbours; the Froböse model, in which one infects the fourth vertex of a 4-cycle with three
infections in the square lattice; the modified three-neighbour model on the triangular lattice, in which
three non-opposite neighbours are required; the triangular Froböse model, in which one infects the fourth
vertex of a 4-cycle with three infections not forming a triangle in the triangular lattice. Other closely
related variants are also possible.

Higher-dimensional □ model. The two-neighbour model on the hypercubic lattice can be treated in
the same way in arbitrary dimension d ≥ 2. We do not know of other higher dimensional results beyond
the modifications of this model along the lines described above.

The ⊠ model. Consider the model K⊠ = {−1, 0, 1}d and r⊠ = 3d−1 + 1 for d ≥ 2. If d = 2, a slightly
more complicated version of our argument still survives. Namely, Lemma 5 below is no longer true but
the exceptions to it can still be controlled by hand (also see [4, Section 3.3] for a closely related claim).
As shown by the example in Figure 2, this is about as far as the Aizenman–Lebowitz approach can go.
We mention in passing that the fact that r⊠ is the smallest critical threshold for this neighbourhood for
any d ≥ 2 answers [11, Question 23], correcting the guess for the answer. This fact is a direct application
of the universality results of [3].

Edge bootstrap percolation. A commonly studied process in the random graphs literature consists
in constructing the edges of a host graph consecutively in a random order, instead of its vertices. This
setting may be naturally combined with H-graph bootstrap percolation where an edge becomes infected
if it participates in a copy of a graph H where all other edges are already infected. In the case when H
is a 3-star and the host graph is the unit distance graph on Z2, our technique may be used to derive an
analogue of Theorem 1.

Other ‘critical’ results. To our knowledge, the only existing ‘critical’ results, in the sense of Section 1.1,
apply to the (modified) □ and ⊠ models: [4], [19, Theorem 2], [20, Proposition 1.4.3], [7]. They all crucially
rely on the Aizenman–Lebowitz approach. We believe that our proof allows the extension of such results
to the models we cover. In the setting of Balogh and Bollobás [4], we expect that, for our models, the
present approach will allow proving the conjecture that the threshold is sharp.

General critical models. The conjecture of Balogh and Bollobás naturally brings us to the following
question.
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Question 2. For which critical boootstrap percolation models do we have that, for all ε > 0,

lim
n→∞

P
(
|[A(τ − 1)]|

nd
> ε

)
= 0?

We conjecture that this is the case when d = 2 and (Ks, rs) is defined by a π/2-rotation invariant convex
K and any s ≥ 1 (as opposed to s large enough).

We suspect that Question 2 has a positive answer for essentially all critical models. However, a trivial
counterexample is given by the two-dimensional □ model on a sublattice, that is,

K⋄ = {(1, 1), (−1, 1), (−1,−1), (1,−1)}, r⋄ = 2.

In this case, our methods readily yield that |[A(τ − 1)]|/n2 converges to 1/2 in probability as n → ∞
for even n and to 0 for odd n.1 We believe such periodicity issues to be the only obstruction (see also
[14, Figure 6] for a less straightforward problematic example). Similarly to other critical results discussed
above, the only difficulty is establishing a result like Proposition 4, whose proof already contains several
robust steps. Contrary to other deterministic statements like Lemma 5 and Corollary 6, we expect this to
be possible in significant generality, as shown by our results.

2 Outline

In this section, we outline the proof of Theorem 1.

2.1 The Aizenman–Lebowitz approach

Let us first explain the proof of Theorem 1 for the □ model, the△ one being very similar. We use relatively
standard ideas going back to [1]. The proof is divided into two parts – a probabilistic and a combinatorial
one, contained in Sections 3 and 4, respectively.

2.1.1 Probabilistic argument

We start by recalling from [1] that the percolation time τ is of order n2/ log n. We consider the closure at
time τ − 1. A site may be in the closure for one of the following reasons:

• the site itself is initially infected;

• there are two initial infections very close to the site;

• there is a group of several initial infections close to each other and not very far from the site;

• none of the above.

The first three cases are easy to control: the first item contributes the first order term τ in (2); the second
one contributes the correction Cτ/ log n, while the third one is a lower order correction. We therefore
focus on the fourth case. In this case, infection needs to penetrate a large zone poor in infections around
the target site in order to infect it.

At this point, we arrive at the deterministic combinatorial input discussed in the next section. Namely,
if infection does penetrate such a zone, it necessarily creates a fully infected rectangle of size proportional
to the size of the infection-deprived zone. However, at the typical values of τ − 1, such a large rectangle is
likely to find initial infections at distance 1 from its longer sides. Notice that, in this configuration, a fully

1Indeed, the unit distance graph on the underlying torus is bipartite if and only if n is even; thus, roughly speaking, the
process decomposes into two independent copies of (K□, r□).
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infected new row or column can be added to the rectangle (see Lemma 5). Therefore, the initial infections
typically present allow the rectangle to grow one line at a time and infect the entire torus. This yields the
contradiction τ − 1 ≥ τ . Thus, the fourth scenario above can only occur if the environment of infections
around the rectangle is atypical, which is unlikely.

2.1.2 Combinatorial argument

The probabilistic part of the argument reduces Theorem 1 to proving that, if infection reaches the centre
of a box with only very small and well-separated groups of initial infections and no initial infections close
to its centre, then there has to be a large rectangle in the closure. To prove this, we use the so-called
rectangles process (see Corollary 6). It states that the closure of a set can be determined by merging
axis-parallel rectangles, as soon as they are close, by replacing them by the smallest rectangle containing
them.

In order for infection to penetrate a region poor in initial infections, it needs to supply help from the
boundary of that region. But the rectangles process then guarantees that an infected rectangle will be
formed touching both the boundary of the region and the site we need to infect in its middle. This is
exactly the desired deterministic statement concluding the proof.

Unfortunately, the rectangles process is only available for the □ model. A hexagon process applies to
the △ model, but one cannot go much further than this. Indeed, in Section 4, we provide an example
showing that, already for ℓ1 balls of radius 4, there is no hope for the above proof: indeed, in this case,
infection is able to travel unbounded distances without creating any solid completely infected region.
Additionally, solid infected regions can arise in a more complicated way than by merging comparably sized
smaller regions. It is this issue that we seek to address.

2.2 Large neighbourhoods

The probabilistic part of the argument described in Section 2.1.1 is very general and requires no significant
change (up to using [9] instead of [1]). Thus, our goal is proving the same deterministic statement
about penetrating sparsely infected regions as in Section 2.1.2. However, instead of looking for a simple
characterisation of closed infected sets, we use the fact that infection is somehow propagating through a
region with few initial infections. We mostly rely on two types of arguments: looking forward or backward
in time. Looking forward in time refers to taking (part of) the closure of infections we have already
produced. Looking backwards in time refers to asking how a given set of infections appeared, usually
yielding further infections at its boundary.

On the high level, we will ensure the sparsity of [A(τ − 1)] by studying the mechanism allowing the
centre of a large region R poor in infection to be infected. By looking backwards in time, we show that
the above event requires a large connected set P ⊂ R to be included in [A(τ − 1)], hopefully allowing P
to spread the infection further when we look forward in time.

Unfortunately, matters are much more complicated than before since it is hard to:

• find a suitably large infected region P to start this procedure with;

• keep its shape from becoming too degenerate or irregular, given that we have no control over the
positions of the infections when looking backwards in time;

• deal with the fact that, while sparse, initial infections are not completely absent from R and it may
happen that precisely these rare initial infections serve as entry points in P .

With these issues in mind, the proof of Section 5 proceeds in several steps described below, each using
somewhat different arguments. In the rest of this section, for concreteness, we focus on the neighbourhood
Ks given by a large Euclidean ball and fix a set A ⊂ Z2 of initial infections with 0 ∈ [A], minx∈A ∥x∥2
large and no groups of more than a fixed number (as s → ∞) of infections close to one another. Indeed,
this can be obtained by slightly changing our target site to ensure that it is fairly far from A.
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2.2.1 Finding an initial seed

The first step (Section 5.1 and Lemma 7) consists in finding a seed : a fully infected square of side length
C2s for some large C2. This is based on a double-counting argument taking into account the following
fact. Each site in [A] \ A uses rs infections to become infected but can contribute to the infection of at
most |Ks| − rs− 1 other sites. Since rs = |Ks|/2−Θ(s) and |Ks| = Θ(s2), if there are no initial infections
close to the origin, on average, most sites in [A] close to the origin should have all but O(s) of the sites
in their neighbourhood in [A] (see Lemma 10), which easily yields a completely infected ball of radius
s/50 around them (see Lemma 9). In particular, only a small fraction of [A] is not surrounded by such an
infected ball. Taking into account the effect of the boundary provides us with a square of side length C2s
in which the density of such sites is so high that it actually forbids the presence of any non-infected site.

2.2.2 Adding bumps to convex sets

We have obtained a seed P close to the origin and we want to make it grow, still within the zone completely
free of initial infections around the origin. The seed is so small that its curvature is still visible on scale
s, so making P grow requires significant help from infections outside P . Let us imagine P is a ball for
the moment. Looking at the first site z ∈ P to become infected, we necessarily find Θ(s2) infections in
(z +Ks) \P . Looking forward in time now, we discover that a small ball of radius εs becomes infected at
the point of the boundary of P closest to z. We could view this ‘ball with a bump’ as our new region, but
iterating this approach quickly leads to problems as bumps on bumps lead to infected sets which are hard
to control. Therefore, we always maintain our infected region to be a convex set which does not become
‘too thin’ (see Definition 11).

In order to preserve these features, we localise where the bump appears. Namely, we look for a bump
near the endpoints of a vertical chord xy such that, first, the slope of ∂P around each endpoint is not
too large and, second, this slope barely changes at distance C4s from xy for some large constant C4 (see
Definition 16). Then, the part of P at distance at most 3s from the line xy is approximately a long
thin trapezoid S. We consider the first site z ∈ S to become infected. It is not hard to show that, by
our assumptions on Ks (in particular, the π/2-rotation invariance), if S were an infinite vertical strip,
infection could not enter it. Therefore, z is close to the top or bottom boundary of S. Combining this
observation with the slope assumptions, we can show (see Lemma 19) that a bump B of size εs appears
on the corresponding top or bottom boundary of S.

Simply adding this bump to P would break convexity. Thus, we need to look how P ∪ B spreads
forward in time and hope to extract a larger convex set from it. Unfortunately, if P is rather flat but then
has a corner (e.g. if P is a large square), the effect of the bump B may have trouble reaching that corner.
For this reason, we may need to cut out parts of the convex set near such corners. Cutting out parts of P
has the undesirable effect that the leftmost and rightmost slices of the resulting convex set may become
too thin, so additional local modifications around them are necessary. Moreover, these need to be done
carefully so that the total area lost is smaller than the gain achieved by using the bump. This is the most
technical part of the proof.

2.2.3 Extending droplets once they are large

So far, we managed to produce a fully infected rectangle R of length much larger than s3 and width s.
We use a slicing argument similar to the previous section (see Lemma 27) in order to find infections next
to the long sides of R and away from the short ones. This allows R to become large in both directions,
eventually yielding an infected square of side length larger than s3 (see Lemma 29). Out of this square, we
extract a ‘droplet’, that is, a convex set with O(s2) sides in well-chosen prescribed directions and length
at least Cs for a suitably large C (in fact, we use different C for different types of directions). Such
droplets can grow as follows. Each growth step, called extension, consists in keeping all corners except
two consecutive ones v, w fixed, and adding a trapezoid with base vw to the droplet while keeping the
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directions of all sides unchanged. If the normal u to the side vw satisfies |Hu ∩ Ks| ≥ rs, extension works
automatically by taking the closure of the droplet. Such sides are called unstable. When the length of all
unstable sides come close to the threshold 10s, we turn our attention to long stable sides. For these, we
require an additional infection outside the droplet close to its corresponding side in order to perform the
extension.

We show that such additional infections are necessarily present, as long as initial infections are sparse,
as assumed (see Lemma 31). To establish this, we argue by contradiction. Indeed, if all the unstable sides
are short and none of the long stable sides has a helping infection, there is a frame around the droplet
with no element of [A] except around short sides and corners. But this small boundary condition together
with the sparse initial infections inside the droplet cannot suffice to infect the entire droplet. As a result,
the growth is uninterrupted until the droplet increases its size enough to exit the region guaranteed to be
poor in initial infections. This is exactly the deterministic statement we set off to prove.

3 Proof of Theorem 1

In this section, we reduce Theorem 1 to a deterministic statement (Proposition 4).

3.1 Preliminaries

We define the radius of the neighbourhoods by setting

∥Ks∥ = s, ∥K□∥ = 1, ∥K△∥ =
√
2.

We define the following half-planes

Hu(l) =
{
x ∈ R2 : ⟨x, u⟩ < l

}
, Hu(l) =

{
x ∈ R2 : ⟨x, u⟩ ≤ l

}
,

for a direction u ∈ S1 = {v ∈ R2 : ∥v∥2 = 1} in the unit circle and l ∈ R. If l = 0, we omit it in the above
notation. We say that a direction u ∈ S1 is unstable (for a threshold bootstrap percolation model (K, r))
if |Hu ∩ K| ≥ r, and stable otherwise. We denote by S ⊂ S1 the set of stable directions. Setting

S□ = {(1, 0), (0, 1), (−1, 0), (0,−1)},

S△ = S□ ∪
{
(1/
√
2, 1/
√
2), (−1/

√
2,−1/

√
2)
}
, (3)

S⊠ = S△ ∪
{
(1/
√
2,−1/

√
2), (−1/

√
2, 1/
√
2)
}
,

notice that, for the models we consider, it holds that S = S□ if (K, r) = (K□, r□), S = S△ if (K, r) =
(K△,K△) and S ∈ {S□,S⊠} if (K, r) = (Ks, rs).

The reduction of Theorem 1 to (a suitable version of) Proposition 4 readily adapts to any critical
model (threshold one or, more generally, critical in the sense of [10]), but we restrict our attention to the
models of Theorem 1 to keep the argument more transparent.

3.2 The proof

Given a real number κ ≥ 1, we say that a set of vertices V ⊂ T is κ-connected if, for every two vertices
u, v ∈ V , there are vertices v0 = u, v1, . . . , vk = v in V such that ∥vi−1 − vi∥2 ≤ κ for all i ∈ {1, . . . , k}.

Proof of Theorem 1. Fix a model (K, r) as in Theorem 1 and any sufficiently small constant ε > 0,
depending on K and r. By [9] (see the proofs of Theorem 4.1 and of Theorem 7.1 therein), setting2

T− =
εn2

log n
, T+ =

n2

ε log n
, E1 = {T− < τ < T+},

2Here and below, we omit integer parts and ignore related divisibility issues for simplicity.
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we have P(E1)→ 1 as n→∞.
For any x ∈ T, let tx = inf{t ≥ 0 : x ∈ A(τ − 1)t} be the infection time of x for the initial condition

A(τ − 1). We say that x ∈ T is t-isolated if there is no 1/ε-connected set I ⊂ A(t) containing |I| = 14
sites, each at distance at most (log n)6/ε9 from x. By a union bound, for every x ∈ T,

P (x is t-isolated for all t ≤ T+) ≥ 1− (log n)12

ε45

(
T+

n2

)14

≥ 1− 1

ε59(log n)2
. (4)

Moreover, under the event E1, n2/(ε59(log n)2) ≤ τ/(ε60 log n). By combining this fact with (4) and a
second-moment computation, Chebyshev’s inequality implies that

P
(
E1 ∩

{
|{x ∈ T : x is not (τ − 1)-isolated}| ≥ τ

ε61 log n

})
= o(1). (5)

Further observe that, for a (τ −1)-isolated site x ∈ T, we have that either x ∈ A(τ −1), tx ∈ [1, 1/ε] or
tx > (log n)6/ε8. Indeed, on the one hand, if the infections in A(τ − 1) at distance at most ∥K∥(log n)6/ε8
are insufficient to infect x, the latter arises. On the other hand, the infections within this distance only
form ∥K∥-connected sets of diameter at most ε−1/3 at distance larger than 2∥K∥ from each other, yielding
that x is either infected within time 1/ε by one of them or not at all. Moreover,

P (E1 ∩ {tx ∈ [1, 1/ε]}) ≤ P (|A(T+) ∩B(x, ∥K∥/ε)| ≥ 2) ≤ 1/
(
ε7(log n)2

)
,

where B(x, ρ) is the ball with centre x and radius ρ. Once again, a second moment computation and
Chebyshev’s inequality yield

P
(
E1 ∩

{
|{x ∈ T : tx ∈ [1, 1/ε]}| ≥ τ

ε9 log n

})
= o(1). (6)

We next consider the event E2 that, for each u ∈ S and (integer point) segment perpendicular to u
of length ε(log n)3 with non-empty intersection with T = (Z/nZ)2, that segment contains an element of
A(T−). Using that |S| ≤ 8 and every such segment contains at least ε(log n)3/2 integer points, we have

P (Ec2) ≤ 8n2
(
1− T−/n

2
)ε(logn)3/2

= o(1)

as n → ∞. Consequently, on E1 ∩ E2, any segment as above contains an element of A(τ − 1) ⊃ A(T−).
This will provide the environment required by the following lemma.

Lemma 3. Fix a model (K, r) as in Theorem 1, a suitably small constant ε = ε(K, r) > 0, large enough
n and d ∈ [1/ε4, εn]. Suppose that A ⊂ T contains a rectangle with side lengths ∥K∥ and d, and sides
perpendicular to directions in S. Further suppose that A intersects every (integer point) segment in T of
length ε3d and perpendicular to a direction in S. Then, [A] = T.

Sketch of proof. The lemma is proved by the following standard argument. To begin with, we view A as
a periodic subset of Z2 and show that [A] = Z2. First, we observe that [(Hu ∩ Z2) ∪ {0}] = Hu ∩ Z2

for each u ∈ S. This fact allows us to infect the trapezoid depicted in Figure 1 row by row. Then note
that it contains a square of side εd, which is thus completely infected. Out of this square, we may cut an
appropriately shaped polygon (see [10, Lemma 5.3]) with sides of length at least ε2d.

On the one hand, for every side perpendicular to an unstable direction, one can always extend the
polygon by adding a line of infections parallel to it. On the other hand, by using the infections available
on long integer segments, adding a line of infections parallel to a side perpendicular to a stable direction
is possible as long as this side remains of length at least ε3d. However, we can extend the polygon
by iteratively adding a new infected line parallel to its longest side (as done in [10, Lemma 5.4]), thus
maintaining all side lengths larger than ε3d at any time, which implies the desired conclusion.

9
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∥K∥

εd

εd

Figure 1: Illustration of the infection mechanism used in Lemma 3.

By Lemma 3 with ε3d = ε(log n)3, conditionally on the event E1 ∩ E2, no rectangle with dimensions
∥K∥ × (log n)3/ε2 can be contained in [A(τ − 1)], since [A(τ − 1)] ̸= T by definition of τ . The conclusion
of Theorem 1 is then implied by Proposition 4 below. Indeed, if there exists a (τ − 1)-isolated x ∈ T
such that (log n)6/ε8 < tx < ∞ and |A(T+) ∩ B(x, ∥K∥/ε)| ≤ 1, then we can apply the proposition with
d = C(log n)3/ε3 with 1/ε > C3 and

A = A(τ − 1) ∪
(
[A(τ − 1)] \ [−d, d]2

)
.

Proposition 4. Fix a convex π/2-rotation invariant set K ⊂ R2 defining the neighbourhood Ks for s ≥ 1.
Let (K, r) ∈ {(K□, r□), (K△, r△), (Ks, rs)}. Assume s is large enough and fix a sufficiently large constant
C = C(K, r) > 0. Let d ≥ C4 and Λd = [−d, d]2 ∩Z2. Consider A ⊂ Z2 such that A∩Λd does not contain
a C-connected set of 14 sites and |A ∩ ΛC3 | ≤ 1. If 0 ∈ [A] \ [A ∩ Λd], then [A] contains a rectangle with
dimensions ∥K∥ × d/9 and sides perpendicular to directions in S.

4 The Aizenman–Lebowitz approach

In this section, we prove Proposition 4 in the simpler □ and △ cases, using the classical Aizenman–
Lebowitz approach [1]. We say that two distinct sites x, y ∈ Z2 are neighbours if x−y ∈ K (that is, if they
are neighbours in the graph sense on the square or triangular lattice). Recall that S ⊂ S1 denotes the set of
stable directions defined in (3). To simplify notation, we will refer to these directions as →, ↑,←, ↓,↗,↙.
For l = (lu)u∈S ∈ ZS , the droplet with radii l is the set

D(l) = Z2 ∩
⋂
u∈S

Hu(luρu),

where ρu = 1/min{x > 0 : xu ∈ Z2} (in particular, ρu = 1 for the axis directions and ρu = 1/
√
2 for the

diagonal ones). Thus, droplets are rectangles (for □) or hexagons (for △) with possibly degenerate sides.
In order to have uniquely defined radii for any non-empty droplet, we always assume l ∈ ZS above to be
minimal coordinate-wise among all radii giving rise to the same droplet. A droplet D is internally filled
by A ⊂ Z2 if

[D ∩A] = D.

Notice that, since S is the set of stable directions, we always have [D ∩A] ⊂ D.
The proof of Proposition 4 hinges on the following elementary but fragile property. While it is classical

and was immediately noticed when the models were introduced, we include a proof for completeness.

Lemma 5. Let (K, r) ∈ {(K□, r□), (K△, r△)}. Let D be a droplet and x ∈ Z2 be a neighbour of y ∈ D.
Let D′ be the smallest droplet (with respect to inclusion) containing D and x. Then, [D ∪ {x}] = D′.

Note that D′ in Lemma 5 is uniquely defined since the intersection of all droplets containing D and x is
a droplet itself.
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Proof. If D is empty, there is nothing to prove. Fix a non-empty droplet D with radii l ∈ ZS . We assume
that x ̸∈ D, as otherwise D′ = D and there is nothing to prove. We begin with the simpler □ case. By
the symmetries of the model, we assume that x = 0, l↑ = −1, l↓ ≥ 1, l← ≥ 0, l→ ≥ 0, that is, x is above
the top-most line of D and at distance 1 from it. Then, l′ = (l↑ + 1, l↓, l←, l→) defines the desired droplet
D′ = D(l′). It remains to show that [D ∪ {x}] ⊃ Λ = {−l←, . . . , l→} × {0}. This is the case since x is
infected and, as each site in Λ has a neighbour in D, the induced process on the top-most line Λ of D′ is
a 1-neighbour bootstrap percolation on a connected set.

Moving on to the△ case, using the (triangular lattice) symmetries of the model, we assume that x = 0,
l↑ = −1, l↓ ≥ 1, l← ≥ 0, l→ ≥ 0, l↗ ≥ −1, l↙ ≥ 1, that is, the neighbour y = (0,−1) of x lies on the
top-most line of D.

To begin with, note that the case l← = l→ = 0 is trivial since then D′ = D ∪ {x} and there is nothing
to prove. Suppose that l← ≥ 1, so also l↙ ≥ 2 by minimality of l (if l↙ = 1, then we could decrease l←
to 0 without changing D, since l↑ = −1). The set Λ↑ = {(y, 0) : y ∈ {−l←, . . . , l↗}} becomes infected as
above starting from x, since each of its sites has two neighbours in D. We are done unless x ̸∈ Λ↑, that
is, if l↗ = −1. In this case, we can show by induction that the set Λ↗ = {(z,−z) : z ∈ {0, . . . , l→}} ∋ x
becomes infected. To see this, notice that Λ↗ is connected and

Λ↗ + {(−1, 0), (0,−1)} = {(z − 1,−z) : z ∈ {0, . . . , l→ + 1}} ⊂ D ∪ {(−1, 0)} ⊂ D ∪ Λ↑,

since l↓ ≥ l→ + 1 by minimality (otherwise, decreasing l→ by 1 would not change the droplet D, since
l↗ = −1).

Suppose that l← = 0 < l→ instead. We need two cases again. If l↗ ≥ 0, then it suffices to infect
Λ↑ = {0, . . . , l↗} × {0}: this is possible starting from x since each z ∈ Λ↑ has z + {(0,−1), (1,−1)} ⊂ D.
Finally, if l↗ = −1, the set Λ↗ = {(z,−z) : z ∈ {0, . . . , l→}} ∋ x is infected as above.

Corollary 6 (Droplet algorithm). Let (K, r) ∈ {(K□, r□), (K△, r△)}. The closure [A] of any finite set
A ⊂ Z2 can be determined by the following droplet algorithm. Start with a collection of droplets given by
the singletons of A. At each step, arbitrarily choose a site x ∈ Z2 and a set of droplets containing at least
r neighbours of x in total. Replace these droplets in the collection by the smallest droplet containing their
union. The final collection consists of droplets which are internally filled (by A) with union [A].

Proof. We first prove by induction on the number of steps that all droplets in the current collection are
internally filled. To see this, fix the site x and the droplets D1, . . . , Dk (k ≤ r) merged at this step. By the
induction hypothesis, ∆ =

⋃k
i=1Di ⊂ [A] and |(x+K)∩∆| ≥ r, so x ∈ [A]. Let (xi)mi=1 be an enumeration

of the sites in ∆ ∪ {x} such that x1 ∈ D1 and, for every i ∈ {1, . . . ,m− 1}, xi+1 has a neighbour among
x1, . . . , xi. Then, by Lemma 5 and induction, for every i ∈ {1, . . . ,m}, the smallest droplet D(i) containing
D1∪{xj : j ≤ i} for all i ∈ {1, . . . ,m} satisfies D(i) ⊂ [A∩∆]. In particular, D(m) ⊃ ∆ is internally filled,
which completes the induction.

Since the number of droplets is decreasing, the algorithm terminates and outputs a final collection
(D′i)

ℓ
i=1 of droplets. We established that ∆′ =

⋃ℓ
i=1D

′
i is contained in [A], as all droplets are internally

filled. However, by construction, [∆′] = ∆′ (otherwise, the first site to become infected yields a merging
step, thus contradicting the assumption that the algorithm has terminated). Since A ⊂ ∆′, we also have
[A] ⊂ [∆′]. Finally, A ⊂ ∆′ = [∆′] ⊂ [A] ⊂ [∆′], which implies that ∆′ = [A] and finishes the proof.

With Corollary 6 at hand, we are ready to prove the easy part of Proposition 4.

Proof of Proposition 4 for (K, r) ∈ {(K□, r□), (K△, r△)}. First of all, note that some finite subset of A is
sufficient to infect the origin. Thus, up to extracting such a subset from A if necessary, assume that A is a
finite set. We apply Corollary 6 and let (Di)

ℓ
i=1 be the final collection of droplets. Since 0 ∈ [A] =

⋃ℓ
i=1Di,

we may assume that 0 ∈ D1. Yet, 0 ̸∈ [A ∩ Λd] and D1 is internally filled, so D1 ̸⊂ Λd.
We will extract the desired rectangle from D1. Since ∥K□∥ = 1 and D1 is an axis-parallel rectangle,

this is always possible for this update family. In the △ case, ∥K△∥ =
√
2 and the only possible problem

11
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(a) In the figure, the blue dot, the red dot and the black dots correspond to initial infections. With the infection
rules of □4, one may consecutively check the following claims. First, if the blue site (on line 0) were healthy, no
further infection would arise. With the current initial conditions, the sites marked by + (referred to as +-sites) are
consecutively infected from right to left at the beginning. Then, the ◦-sites follow: note that the first of them gets
infected only when the last two +-sites appear. In turn, infecting the ◦-sites leads to infecting the ×-sites. Finally,
by using the three rules of thumb in Figure 2b, one may easily show that all sites get infected eventually.

(i) (ii) (iii)

(b) In subfigures (i) (resp. (ii) and (iii)) one has 16 (resp. 16 and 14) infected sites at ℓ1-distance at most 4 from
the ×-site. Thus, to infect the ×-site, we need one (resp. one and three) additional infected sites within its fourth
neighbourhood.

Figure 2: Counterexample for the droplet algorithm for □4.

we may encounter is D1 being a single diagonal segment. However, in this case, D1 being internally filled
is equivalent to D1 ⊂ A. But 0 ∈ D1 then implies 0 ∈ A, contradicting the assumption 0 ̸∈ [A ∩ Λd].

Let us make a few comments before moving on to the more difficult part of Proposition 4. The only
fragile part of the above proof is Lemma 5, which looks completely innocent for □ but already a bit
fiddly for △. For the 4-neighbour model on the square-diagonal lattice (the ⊠ model), it is already false.
While for this case a more complicated version of this lemma (and the main result) can be proved, the
verifications become more laborious. We next show that no version of Lemma 5 or Corollary 6 can hold
even for slightly larger neighbourhoods.

One such example is the model defined by

K□4 =
{
x ∈ Z2 : ∥x∥1 ≤ 4

}
, r□4 = 17,

which is (Ks, rs) for s = 4 and K given by the ℓ1 ball. Indeed, in the initial configuration in Figure 2a,
one can notice that, without the blue site, no further infection takes place while, without the red site,
only the sites marked with + get infected throughout the process. Hence, despite the fact that all sites
get infected eventually, all internally filled droplets must contain both the blue and the red site. Thus,
the diameter of every internally filled droplet is comparable to the size of the entire rectangle. Note that
this example belongs to the family of isotropic threshold rules with difficulty 1 studied in [14].
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5 Penetrating sparsely infected regions

In this section, we fix a π/2-rotation invariant K ⊂ R2 with max{∥k∥2 : k ∈ K} = 1 and the associated
model (K, r) = (Ks, rs) from Section 1.2. Throughout, we systematically assume s to be large enough. Note
that |K| ∈ [2r+1, 2r+2s− 1] so that |K| ≤ (π+ o(1))s2 ≤ 4s2. But rotation invariance also ensures that
P contains a square with diameter 2s (and thus, a ball with radius s/

√
2), so |K| ≥ (2+ o(1))s2 ≥ s2+2s.

In particular,
r ∈

[
s2/2, 2s2

]
. (7)

5.1 Infecting a large square

Recall that, for every t ≥ 0, we write Λt = [−t, t]2∩Z2. The first step in the proof of Proposition 4 consists
in showing the following lemma.

Lemma 7. Fix C2 > 0. For every suitably large C1 = C1(C2) > 0, there is s0 = s0(C1, C2) such that the
following holds for all s ≥ s0. Fix a set A ⊂ Z2 satisfying ΛC1s ∩ A = ∅ and 0 ∈ [A]. Then, ΛC1s ∩ [A]
contains an axis-parallel square of side length C2s.

The proof of Lemma 7 is based on a double-counting technique using the following concept.

Definition 8 (Good vertex). Given A ⊂ Z2, consider the U-bootstrap percolation process with initial
condition A. We define the directed graph with vertex set Z2 by constructing a directed edge uv if u
is infected before v and is then used to infect v. More formally, for each v ∈ At+1 \ At with t ≥ 0, we
arbitrarily select a set Kv ⊂ At ∩ (K + v) with |Kv| = r and construct the directed edges {uv : u ∈ Kv}.
We say that a vertex u ∈ [A] is good if its out-degree in the graph G is at least 0.9r, and bad otherwise.

Our next lemma shows that good vertices are surrounded by a small fully infected ball.

Lemma 9. Every vertex at distance at most s/50 from a good vertex belongs to [A].

Proof. The set K has vertices on at most 2s + 1 different rows and columns of Z2. Thus, for every two
vertices u,w ∈ Z2 at distance 1, |(u+K) \ (w +K)| ≤ 2s+ 1.

Fix a good vertex u and a vertex v at distance at most s/50 from u. Then, there in a path in Z2 of length
at most s/25 between u and v. Hence, the previous observation implies that |(u+K)\(v+K)| ≤ (2s+1)s/25
and, as a result,

|(v +K) ∩ [A]| ≥ |(u+K) ∩ [A]| − (2s+ 1)s/25 ≥ r + 1 + 0.9r − s2/10 ≥ r + 1,

where the last inequality uses (7). Thus, v ∈ [A], as desired.

In order to increase the size of the infected ball, we next show that most of the vertices in [A] are
good. The proof idea is the following. Consider a square with no initial infection whose centre becomes
infected. Each infected vertex has at least r incoming edges and at most |K| − r − 1 ≈ r outgoing ones.
By double counting this would imply that most infected sites are good, unless boundary effects interfere.
If there are few infections along the boundary, we are done. If there is a concentric square along whose
boundary there are few infections, we conclude similarly. We are left with the case when there are a lot of
infections at the boundary of each concentric square, in which case they largely outnumber the maximal
possible boundary effect.

Lemma 10. Fix any suitably large constant C1 > 0. Then, for every s large enough and any set A ⊂ Z2

satisfying ΛC1s ∩A = ∅ and 0 ∈ [A], there exists l ∈ [C1s/2, C1s] such that

|{v ∈ [A] ∩ Λl : v is bad}|
|[A] ∩ Λl|

≤ 10

C
1/3
1

. (8)
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v
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R

Figure 3: Illustration of the proof of Lemma 7.
Points in the shaded semi-circle are closer to u
than v is, their distance from v is less than s/50
and they lie in the rectangle R.

0

u

v

u′

v′

R

w

Figure 4: Illustration of the proof of Lemma 15.
The translate R1−w of the shaded polygon R1

is dashed.

Proof. Define α = 10/C
1/3
1 , a = C

3/5
1 and the annuli Ri = Λ(i+1)s \ Λis. We will show the statement of

the lemma by contradiction. We consider two cases.

Case 1. Suppose that each of the annuli RC1/2, . . . , RC1−2 contains at least as2 vertices in [A]. Let
I = [A] ∩ ΛC1s. On the one hand, the number of edges in the graph G coming into I is at least r|I|. On
the other hand, each such edge either crosses the boundary of ΛC1s or goes out of a vertex in I. As a
result, the number of these edges is bounded from above by

|RC1−1| · |K|+ 0.9r · α|I|+ (|K| − r − 1) · (1− α)|I|.

Moreover, using that |RC1−1| ≤ 4(C1 + 1)(s + 1)2 ≤ 5C1s
2 and |K| ≤ max(4s2, 2r + 2s − 1), the latter

expression is bounded from above by

20C1s
4 + 0.9r · α|I|+ (r + 2s) · (1− α)|I| ≤ 20C1s

4 + r|I|+ (2s− αr/10)|I|. (9)

By choosing s2 ≥ C1, we deduce that αr/10 ≥ 4s. Hence, the difference between (9) and r|I| is bounded
from above by

20C1s
4 − αr|I|/20 ≤ 20C1s

4 − α(C1 − 1− C1/2)as
4/40 ≤ (20C1 − C

19/15
1 /12)s4 < 0

for large enough C1, which leads to a contradiction.

Case 2. There is i ∈ [C1/2, C1 − 2] such that Ri contains less than as2 vertices in [A]. Set I = [A] ∩Λis.
We begin by bounding the size of |I| from below. To this end, observe that, since 0 becomes infected
eventually, each annulus among R0, . . . , Ri−1 must contain a vertex in [A]. Consider a subset of ⌊i/3⌋
such vertices that are pairwise at distance more than 2s from each other. Then, the in-neighbourhoods of
these vertices must be disjoint, so |I| ≥ ⌊i/3⌋(r + 1) ≥ ir/4. By double-counting the edges of G towards
a vertex in Λis as before, we conclude that

r|I| ≤ as2 · |K|+ r|I| − αr|I|/20 ≤ 5as4 + r|I| − ir2/
(
8C

1/3
1

)
.

However, using that i ≥ C1/3 and (7) leads to a contradiction in this case as well, as desired.

We are ready to prove Lemma 7.

Proof of Lemma 7. Consider Λl as provided by Lemma 10 and tessellate it into axis-parallel squares of
side length C2s (ignoring divisibility issues as usual). Note that these squares are seen as subsets of Z2.
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Suppose for a contradiction that no square is contained in [A]. By (8), there exists a square R ⊂ Z2 of
the tessellation such that [A] ∩R ̸= ∅ and

|{v ∈ [A] ∩R : v is good}|
|[A] ∩R|

≥ 1− 10

C
1/3
1

.

Fix a good vertex u ∈ R and a vertex v ∈ R \ [A] at minimal distance from u. By Lemma 9, we
have d(u, v) > s/50 and all w ∈ R such that d(v, w) ≤ s/50 and d(u,w) < d(u, v) are bad vertices in
[A]. Moreover, it is not hard to check that there is a universal constant c > 0 such that there are at
least cs2 such vertices (e.g. those in an appropriately chosen semi-circle of radius s/200 centred at the
point on the segment uv at distance s/100 from v, see Figure 3). By choosing C1 = C1(c, C2) so that
(2C2s)

2 · 10/C1/3
1 < cs2, this leads to a contradiction with the choice of R. Thus, there exists a rectangle

in the tessellation contained in [A], which readily implies the statement of the lemma.

5.2 Fat convex sets

In Sections 5.2 and 5.3 we will need to fix several positive constants satisfying

1≪ C6 ≪ C5 ≪ C4 ≪ C3 ≪ C2 ≪ C1 (10)

where we write a≪ b to denote that, having chosen a large enough, b is chosen suitably large with respect
to some function of a (and the constants on the left of a, if any). The size s of the neighbourhood K is
also fixed, but it is assumed large enough with respect to (some functions of) the constants in (10).

To prove Proposition 4, we will expand the fully infected C2s×C2s square provided by Lemma 7 into
a much larger infected convex set. As preparation, let us fix some notation and terminology related to
convex sets.

Definition 11. We denote the Euclidean area of a convex set P ⊂ R2 by |P |. By abuse, we also denote
by |S| the Euclidean length of a segment S. Define σ1 and σ2 to be the projections on the x-axis and on
the y-axis, respectively. A chord of P is a non-empty segment with two endpoints on the boundary of P .
A convex set is fat if all vertical and horizontal chords have length at least C5s. We set x− = minσ1(P ),
x+ = maxσ1(P ), y− = minσ2(P ) and y+ = maxσ2(P ). We say that P is horizontal if x+−x− ≥ y+−y−,
and vertical otherwise. For every convex set P ⊂ R2 and x ∈ [x−, x+], we denote the vertical chord of P
lying on {x} × R by P1,x and, similarly, for every y ∈ [y−, y+], we denote the horizontal chord of P lying
on R× {y} by P2,y.

Remark 12. Note that a convex set is fat if and only if it has two vertical and two horizontal sides of
length at least C5s. We refer to these sides as top, bottom, left and right sides.

We will also use the following a simple corollary of the definition.

Claim 13. Let P ⊂ R2 be a fat convex set. Then, for every x ∈ [x−, x+ − C5s], there is an axis-parallel
square Sx ⊂ P of side length C5s such that σ1(Sx) = [x, x+C5s]. Similarly, for every y ∈ [y− +C5s, y+],
there is an axis-parallel square S′y ⊂ P of side length C5s such that σ2(S

′
y) = [y − C5s, y].

Proof of Claim 13. We prove the first statement; the proof of the second one is similar. Define Sx− (resp.
Sx+−C5s) to be any axis-parallel square whose left side (resp. right side) is contained in Px− (resp. in Px+);
each of these squares is contained in P by fatness of P . Fix x ∈ [x−, x+ − C5s] and write it in the form
λx− + (1− λ)(x+ −C5s) for some λ ∈ [0, 1]. Then, the square Sx := λSx− + (1− λ)Sx+−C5s is contained
in P by convexity and satisfies the claim.

The main technical result we aim to prove in Sections 5.2 and 5.3 is the following.
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Proposition 14. Fix d ≥ 2s, a set A ⊂ Z2 \ Λd and suppose that a fat convex set P ⊂ R2 satisfies
P ∩Z2 ⊂ [A]∩Λd−2s and |P | ≥ (C2s)

2. Then, there exists a fat convex set P ′ such that P ′∩Z2 ⊂ [A]∩Λd

and |P ′| ≥ |P |+ s2.

In this section, we prepare for the proof of Proposition 14 by studying a well-chosen strip of our convex
set. We first require a property of convex sets which will be applied to the neighbourhood K.

Lemma 15. Fix a convex set R satisfying R = −R. Suppose that a chord uv divides R into two convex
sets R1 and R2, where R2 contains the origin. Then, there is a point w on the segment uv such that w+R
contains R1.

Proof. If uv contains the origin, our claim is trivial. Otherwise, let u′ = −u and v′ = −v so that v′u′vu is
a parallelogram contained in R2, see Figure 4. On the one hand, by symmetry of R, each of u′ and v′ lies
on ∂R. On the other hand, none of the parallel lines containing the chords uv′ and vu′ meets the interior
of R1. As a result, R1 ⊂ w +R for w = (u+ v)/2, as desired.

We approach Proposition 14 by finding a small fully infected ball near the (endpoints of) a suitably
chosen vertical chord of a horizontal convex set. Namely, we require the boundary around the chord to be
rather flat and not too steep.

Definition 16 (Admissible chord). Fix a horizontal convex set P . For x ∈ (x−, x+), let α+
x (resp. α−x )

denote the angle between the x axis and the tangent to the upper (resp. lower) boundary of P at P1,x.
If the tangent is not uniquely defined, we make the convention that any condition stated holds for all
possible tangents.

Given x ∈ (x− + C4s, x+ − C4s), the vertical chord P1,x is admissible if

α+
x ∈ [−4π/9, 4π/9], α+

x−C4s
− α+

x+C4s
≤ 1/C3, α−x ∈ [−4π/9, 4π/9], α−x+C4s

− α−x−C4s
≤ 1/C3.

Lemma 17 (Admissible chords exist). Fix a fat horizontal convex set P of area at least (C2s)
2. Then,

there exists an admissible chord.

Proof. Since P is fat and horizontal, we have x+−x− ≥ diam(P )/
√
2 ≥ C2s/4. The interval of x such that

α+
x < −4π/9 has length at most (y+ − y−)/ tan(4π/9) ≤ (x+ − x−)/ tan(4π/9), and similar bounds hold

for α+
x > 4π/9 and for α−x . The set of x such that α+

x−C4s
−α+

x+C4s
> 1/C3 has measure at most 4πC3C4s,

and similar bound holds for α−. As a result, the set of x such that P1,x is admissible has measure at least

(x+ − x−)(1− 4/ tan(4π/9))− 4 · 4πC3C4s > 0,

where we used that x+ − x− ≥ C2s/4, tan(4π/9) > 4 and C2 ≫ C3, C4.

Lemma 18. Fix a fat horizontal convex set P , an admissible chord P1,x and a point u at distance at most
s from P1,x. Then, B(u, 2s) intersects at most one of the upper and the lower boundaries of P .

Proof. Suppose for contradiction that point y on the upper boundary of P and point z on the lower
boundary of P are both at distance at most 2s from u. Also, fix arbitrary tangents to P at points y and
z, and denote by y′ and z′ their intersection points with the vertical line containing P1,σ1(u). Then, by
admissibility of P1,x, we have α+

σ1(y)
, α−σ1(z)

∈ [−4π/9− 1/C3, 4π/9 + 1/C3] and

|y′z′| ≤ |y′y|+ |yu|+ |uz|+ |zz′| ≤ 2s

cos(4π/9 + 1/C3)
+ 2s+ 2s+

2s

cos(4π/9 + 1/C3)
.

By choosing C3 and C5 appropriately large, the latter bound is at most C5s/2, contradicting the fatness
of P , as desired.
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(a) Illustration from the proof of
Case 1.

u

w

z

P

(b) Illustration from the proof of
Case 2.

u

P

(c) Illustration from the proof of
Case 3.

Figure 5: Figures accompanying the proof of Lemma 19. The thick contour is the boundary of P .

The following lemma shows that [A] \ P contains a small bump touching P next to every admissible
chord. Recall that, for x ∈ R2 and ρ ≥ 0, we denote by B(x, ρ) the Euclidean ball with centre x and
radius ρ.

Lemma 19. Fix d ≥ 2s and a set A ⊂ Z2 such that |A ∩ Λd| = ∅. Let P ⊂ Λd−2s be a fat horizontal
convex set with P ∩ Z2 ⊂ [A], and let P1,x be an admissible chord. Then, there exists a point z on the
boundary of the convex set P such that the distance between z and P1,x along the boundary of P is at most
3s and B(z, s/C6) ∩ Z2 ⊂ [A].

Proof. Let S =
⋃

x′∈[x−s,x+s] P1,x′ and S̄ = [x − s, x + s] × R. Consider the first vertex u ∈ S which
becomes infected by the bootstrap percolation process with initial condition A (breaking ties arbitrarily).
By Lemma 18, only one of the upper and the lower boundaries of P can be at distance at most 2s from u.
However, since all vertices in S \ {u} may only get infected after u, u must have a neighbour outside P .
Thus, without loss of generality, we may assume that u+K intersects only the top and/or left boundaries
of S. We set δ = C

−1/5
6 and consider three cases illustrated in Figure 5.

Case 1. Suppose that the vertex u is at distance at least δs from the left boundary of S̄. Note that,
by symmetry and convexity, the lengths of the chords Kx′ of K are non-decreasing with respect to x′ for
x′ ≤ 0 (see Figure 5a). As a result, the area of (u+ K) ∩ S̄ is at least a (1 + δ)/2-proportion of the area
of u+K and, therefore, S̄ \ S must contain at least δr/3 vertices in u+K infected prior to u.

Fix a line J tangent to P at the point where its upper boundary meets P1,x. Then, by choosing C3

appropriately large (recall Definition 16), we can ensure that J divides u+K into two parts, K1 and K2,
satisfying K2 ⊃ (u+K)∩P and |K2 \P | ≤ δ5s2. We conclude that, on the one hand, K1 must contain at
least δr/3 − δ5s2 ≥ δr/4 vertices in [A]. On the other hand, by Lemma 15, one can find a point z′ ∈ J
such that z′ + K contains K1. Again, by admissibility of P1,x and for appropriately large C3, this means
that at least r − 1− δ5s2 + δr/4 ≥ r + δr/5 vertices in z′ +K are in [A]. Moreover, there is a point z on
the boundary of P at distance at most δ5s from z′. Note that, for every y ∈ B(z, s/C6)∩Z2, B(z′, 1) and
y are connected by a path in Z2 of length at most 1 + 2s(δ5 + 1/C6) ≤ sδ/60. Similarly to the argument
from the proof of Lemma 9, by using (7), we get that

|(z′ +K) \ (y +K)| ≤ (2s+ 1) · (sδ/60) ≤ δr/10,

which implies that at least r + δr/5− δr/10 ≥ r + 1 vertices in y +K belong to [A], as desired.

Case 2. Suppose that the vertex u is at distance at least δs from the upper boundary of P . Fix a vertex w
in (u+K)∩(S̄\P ) that was infected before u. Note that w is located above the upper boundary of P . Define
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the region W = (w+K)∩S and note that every vertex in W gets infected after w; our next task will be to
bound from below the number of vertices in this region. Denote u1 = u and let u2, u3 and u4 be obtained
by rotation of u around w at angle π/2, π and 3π/2, respectively. Since K is convex and π/2-rotation
invariant, all vertices in the square R = u1u2u3u4 belong to w+K. Moreover, by our assumption on u, the
square R′ ⊂ R with corner u1 and diameter δs is contained in P . Using that R′ contains approximately
as many points as its area, we obtain that this number is at least (1/2 + o(1))(δs)2 ≥ δ2s2/3 (for s large
enough). Thus, w +K contains at least r + δ2s2/3 vertices in [A] and, therefore, all points at distance at
least δ2s2/(3 · 2 · (2s+ 1)) ≥ δ2s/20 from w get infected eventually.

Now, consider the point z obtained by intersecting the segment uw with the upper boundary of P ;
that is, z = (1− λ)u+ λw for some λ ∈ [δ, 1], see Figure 5b. Then, on the one hand, z +K must contain
w + δK ⊂ w + λK, which itself contains the ball B(w, δ2s/20). On the other hand, since P1,x is an
admissible strip, z +K must contain at least r − δ5s2 infected vertices in P and, since at least half of the
ball B(w, δ2s/20) is outside P , at least (π/2+o(1))(δ2s/20)2 ≥ δ4s2/400 > 2δ5s2 infected vertices outside
P . Thus, all vertices at distance at most δ4s2/(800 · 2 · (2s+1)) ≥ δ4s/4000 > s/C6 from z belong to [A].

Case 3. Suppose that the vertex u is at distance at most δs both from the left boundary of S̄ and from
the upper boundary of P . Then, by Definition 16, the angle between the upper and the left boundaries
of S is at least π/20, so u must be at distance at most δs/ sin(π/40) ≤ 20δs from their intersection point.
At the same time, the bound on the slope of the upper boundary of P implies that B(u, s/

√
2) ⊂ u + K

contains at least s2/100 vertices in S. As a result, there is a point z on the upper boundary of P for which
z +K contains at least r + s2/100− 2δs · (2s+ 1) ≥ r + s2/200 vertices in [A]. In turn, this implies that
every point at distance at most s2/(200 · 2 · (2s+ 1)) ≥ s/1000 from z belongs to [A], as desired.

5.3 Expansion step

In this section, we will show how to use the small infected ball ensured by Lemma 19 to construct the
convex set P ′ required in Proposition 14. To begin with, we show that, for some large constant C5, there
is a rectangle with dimensions s/C5 × 3s in [A] in the vicinity of the ball ensured by Lemma 19. We note
that the constant C5 here will play an independent role from its occurrence in Definition 11, but is reused
for convenience.

Lemma 20. Fix a fat convex set P and an admissible chord P1,x as in Lemma 19. There is a rectangle
Π with the following properties:

• it has dimensions s/C5 × 3s,

• Π ∩ Z2 ⊂ [A],

• one of its longer sides, called Π−, is entirely contained in P while its other long side, called Π+, is
at distance at least s/(2C5) from P , and

• Π− is at distance at most 3s from P1,x.

Proof. Fix a point z as in Lemma 19. Let ab be a chord in P where both a and b belong to the upper
boundary of P , σ1(a) = x − C4s and σ1(b) = x + C4s. Let z′ ∈ ab be such that σ1(z) = σ1(z

′). Let
a1, a2, a3, a4, a5, z

′, b5, b4, b3, b2, b1 lie at intervals of length s/2 in that order on ab (see Figure 6). Note
that, a1, b1 remain at distance at least C4s/2 from a and b. Finally, let P ′ and P ′′ be the convex sets into
which P is divided by the chord ab with P ′′ lying below ab and z ∈ P ′ (note that, if ab ⊂ ∂P , P ′ may
degenerate into the segment ab).

Combining Definitions 11 and 16, we obtain that P ′′ must contain a rectangle Π′ with longer side
a1b1 and width s (see Figure 6). We claim that, for suitably large C5 = C5(C6), after one step of the
bootstrap percolation process with initial condition Π′ ∪ B(z, s/C6), the rectangle Π′′ ̸⊂ Π′ with longer
side a5b5 and width s/C

1/3
5 becomes infected. Indeed, any v ∈ Π′′ satisfies v + K ⊃ B(z, s/C6), while
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a1 a2 a3 a4 a5 z′ b5 b4 b3 b2 b1
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Π Π′′′ Π′′

B(z, s/C6)
P ′′

Figure 6: Illustration of the proof of Lemma 20. The curvature of ∂P being extremely small, the convex
set P ′ is much thinner than the rectangle Π. As a result, neither the upper boundary of P ′ nor the point
z lying on it are depicted.

a b′ a′ b

αs

s

Γa Γb

Γ

Γ̄

Figure 7: Illustration of Lemma 21. The rectangles Γa,Γb,Γ are shaded, while the rectangle Γ̄ is thickened.

|(v+K)∩Π′∩Z2| ≥ r−1−2(2s−1)s/C
1/3
5 , which is sufficient since C5 ≫ C6. By proceeding analogously,

we obtain that, at the first step of the process with initial condition Π′ ∪Π′′, the rectangle Π′′′ ̸⊂ Π′ with
longer side a4b4 and width s/C

2/3
5 becomes infected. Finally, at the first step of the process with initial

condition Π′ ∪Π′′′, the rectangle Π ̸⊂ Π′ with longer side a3b3 and width s/C5 becomes infected.
It remains to check that Π has the desired properties. The first and the second properties are immediate

to verify, while the fourth property follows from the fact that, by Lemma 19, the distance between z and
P1,x along the boundary of P is at most 3s. For the third property, note that the admissibility of P1,x

guarantees that the distance between any point in P ′ to ab is at most sin(1/C3) · 2C4s < s/(2C5), as
desired.

Before completing the proof of Proposition 14, we state a last simple lemma used several times in its
proof.

Lemma 21. Fix any ε > 0 and α > 2 allowed to depend on s. Let a, b′, a′, b ∈ R2 be four collinear points
found on their common line in this order such that |ab′| = |a′b| = |b′a′|/(α − 2) = s. Consider rectangles
Γ with dimensions αs × s with side ab, Γa with dimensions s × εs with side ab′ and Γb with dimensions
s× εs with side a′b with disjoint interiors. Then, [Γ∪Γa∪Γb] contains the smallest rectangle Γ̄ containing
Γ ∪ Γa ∪ Γb (see Figure 7).

Proof. Let Π0 = ∅ and Π1 ⊂ Π2 ⊂ . . . ⊂ Πk be the list of all rectangles with parallel sides a′b′ and
ℓi ⊂ Γ̄ \ Γ such that ℓi ∩ Z2 ̸= ∅. Also, denote by u ∈ S1 the normal vector to Γ at a′.

We show by induction that, for every i ∈ {0, . . . , k}, Πi ⊂ [Γ ∪ Γa ∪ Γb]. The base case being trivial,
suppose that Πi−1 ⊂ [Γ ∪ Γa ∪ Γb] for some i ∈ {1, . . . , k}. Let x1, . . . , xt be the set of integer points met
on ℓi in this order, with x1 closest to Γa. If u /∈ S, then, for every j ∈ {1, . . . , t},

|(xj +K) ∩ (Πi−1 ∪ Γ ∪ Γa ∪ Γb)| ≥ r,

and the conclusion is immediate. Otherwise, the point x0 := 2x1 − x2 belongs to Γa ⊆ [A] and |x0x1| =
|x1x2| = . . . = |xt−1xt| ≤

√
2 ≤ min{|y| : y ∈ ∂(sK)} for s ≥ 2. Moreover, for every j ∈ {1, . . . , t},

|(xj +K) ∩ (xj +Hu) ∩ (Πi−1 ∪ Γ ∪ Γa ∪ Γb)| = r − 1.

Together with the induction hypothesis, this implies that x1, . . . , xt may be infected in this order, which
finishes the induction and the proof.
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Figure 8: Illustration of the application of Lemma 21 in the proof of Proposition 14.

The proof of Proposition 14 is a bit long, so we present a high-level overview of it first. Given a fat
horizontal convex set P , we first find an admissible vertical chord P1,x at distance Θ(diam(P )) from each
of the left and the right end of P . Then, Lemma 20 ensures the existence of a rectangle Π ⊂ [A] near
P1,x sticking out of P . We draw two secant lines, ℓ− and ℓ+, from the midpoint z of the side Π+ of Π
(recall Lemma 20) to P so that ℓ− and ℓ+ intersect P in chords of length C6s. A new convex set P̄ is
obtained from P by adding the region between ℓ−, ℓ+ and P (the vertices there turn out to be in [A] thanks
to Lemma 21) and discarding the vertices on the other side of ℓ− and ℓ+. While elementary geometric
considerations suffice to see that |P̄ | ≥ |P | + s2, P̄ might not be fat. We correct this defect by several
additional cuts near the top, bottom, left and right sides of P . In doing so, we discard a region of area
much smaller than |P̄ \P |. We note that the constant C6 in the above argument will play an independent
role from its occurrence in Lemma 19, but is reused for convenience.

Proof of Proposition 14. Suppose that P is a fat horizontal convex set; if not, it suffices to exchange the
x-axis and the y-axis in the following considerations. Fix an admissible vertical chord P1,x, as given by
Lemma 17, and let Π be the rectangle ensured by Lemma 20. Without loss of generality, we assume
that Π intersects the upper boundary of P . Let z be the midpoint of the side Π+ of Π, and consider
a line ℓ through z not intersecting P . Let ℓ+ (resp. ℓ−) be obtained by rotating ℓ around z clockwise
(resp. anti-clockwise) direction until the corresponding chord u′w′ = ℓ+ ∩ P (resp. uw = ℓ− ∩ P ) satisfies
|u′w′| = C6s (resp. |uw| = C6s) for the first time. Moreover, we assume that w, u, u′, w′ appear on ∂P in
this order, see Figure 8. Note that uw may be contained in a side of P of length larger than C6s: in this
case, u is defined as the point of contact of ℓ− and P closest to z, and a similar convention holds for u′.

Notice that, by Definition 11 (or Claim 13), P contains an axis-parallel square of side length C5s with
left side contained in the left side of P . Since C5 ≫ C6, this implies that w is either on the upper boundary
of P or on its left side. A similar argument applies to w′.

By admissibility of the chord P1,x and using that 1 ≪ C6 ≪ C4 ≪ C3, the angle between ℓ− and the
x-axis is in [−5π/11, 5π/11] and similarly for ℓ+. In particular, x− +

√
2s ≤ σ1(u) < σ1(z) < σ1(u

′) ≤
x+−

√
2s. In turn, the latter observation and the (vertical) fatness of P imply that P contains two squares

of dimensions s× s with one side lying on ℓ− and corners z and u, and a rectangle with dimensions s and
|zu|+ s sharing a segment of length s with each of the said squares (an analogous statement for ℓ+ and u′

holds as well, see Figure 8). In both cases, applying Lemma 21 for the two squares (playing the roles of Γ1

and Γ2) and the rectangle (playing the role of Γ), we obtain that all vertices between P and the segments
zu and zu′ become eventually infected. Denote by P̄ the convex set obtained by adding the triangle uu′z
to P and discarding the parts of P cut away by the lines ℓ− and ℓ+.
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Claim 22. |P \ P̄ | ≤ 2(C6s)
2 and |P̄ \ P | ≥ C4s

2/8C5.

Proof of Claim 22. First, the inequality |P \ P̄ | ≤ 2(C6s)
2 follows from the fact that P \ P̄ is contained

in the union of the two axis-parallel rectangles with diameters uw and u′w′, and each of them has area at
most (C6s)

2.
Before proving the second inequality, we show by contradiction that |wz| ≥ C4s; the inequality |w′z| ≥

C4s follows similarly. Suppose that |wz| < C4s and let zw be the unique point on the upper boundary
of P such that zzww is a right angle (obtained by intersecting the upper boundary of P with the circle
with diameter wz). In particular, σ1(zw) ∈ [x − C4s, x + C4s]. However, |zzw| ≥ s/2C5 and angle zwwz
has measure arcsin(|zzw|/|wz|) ≥ arcsin(1/(2C5C4)) ≫ 1/C3. As a result, α+

x−C4s
− α+

x+C4s
> 1/C3,

contradicting the admissibility of P1,x. Hence, |wz| ≥ C4s.
Now, we focus on the inequality |P̄ \ P | ≥ C4s

2/20C5. Define û and û′ to be the points on the
upper boundary of P with x-coordinates x− C4s/2 and x+ C4s/2, respectively. Since min{|uz|, |u′z|} ≥
min{|wz|, |w′z|} − C6s ≥ (C4 − C6)s and C3 ≫ 1, triangle ûû′z is contained in triangle uu′z and more
than half of its area is outside P . At the same time, |ûû′| ≥ C4s and, by definition of Π (see Lemma 20),
the altitude from z to ûû′ is at least s/(2C5). Hence, triangle ûû′z has area at least C4s

2/4C5 and, since
at least half of it is outside P , the second inequality follows.

We would ideally like to set P ′ = P̄ . Indeed, if P̄ is fat, Claim 22 would allow us to conclude. The
aim of the proof is to discard some parts of P̄ of suitably small total area, thus correcting the absence of
fatness. To do so, we analyse different cases for the positions of z, w, u, u′, w′ relative to the top, bottom,
left and right sides of P . In fact, we explain the (local) modifications around uw required to obtain P ′:
the modifications around u′w′ are similar and do not interfere with the ones around uw.

Case 1. Suppose that σ2(z) ≥ y+. First of all, define ȳ = max{y : |P̄2,y| = C5s} and note that the
x-coordinates of the endpoints of P̄2,ȳ are within distance C5s from σ1(z) and C5 ≪ C4. Hence, discarding
the part of P̄ above P̄2,ȳ reduces the area of P̄ by at most |B(z, C5s)| ≤ 4(C5s)

2. It remains to analyse
whether discarding additional vertices around w (and similarly around w′) is necessary to preserve the
vertical fatness.

Case 1.1. Suppose that |P̄1,x− | ≥ C5s. Then, no further modifications around w are necessary.

Case 1.2. Suppose that |P̄1,x− | < C5s; in particular, σ1(w) = x−. Define x̄ = min{x : |P̄1,x| = C5s} and
suppose that x̄ ≤ max{σ1(P̄2,y−)}−C5s. Note that x̄ ∈ (x−, x−+C6s]: indeed, the vertical chords through
u in P and P̄ coincide and have length at least C5s by fatness of P , see Figure 9a. Hence, discarding the
part of P̄ on the left of P̄1,x̄ ensures that the left side of the obtained convex set has length C5s, leaves its
bottom side of length at least C5s and reduces the area of P̄ by at most C5s · C6s.

Case 1.3. Suppose that |P̄1,x− | < C3s and x̄ > max{σ1(P̄2,y−)}−C5s. Note that σ2(w) ≤ max{σ2(P̄1,x̄)}
and min{σ2(P̄1,x̄)} = y−, see Figure 9b. Hence, for every x′ ∈ [x−, σ1(u)],∣∣P̄1,x′

∣∣ ≤ |σ2(u)− y−| ≤ |σ2(u)− σ2(w)|+
∣∣P̄1,x̄

∣∣ ≤ 2C5s.

Now, denote by P̂ the convex set obtained from P̄ by discarding the part of P̄ on the left of P̄1,σ1(u).
Moreover, fix the point v ∈ P̄1,σ1(u) with the smallest y-coordinate which satisfies |P̂2,σ2(v)| = C5s. By
Claim 13, |uv| ≥ C5s. Hence, discarding the part of P̂ below P̂2,σ2(v) ensures that each of the left vertical
side and the lower horizontal side of the obtained convex set have length C5s, and reduces the area of P̂
by at most C5s · |P̄1,σ1(x)| ≤ C5s · 2C5s.

Define P ′ to be the convex set obtained by applying the described modifications around uw and around
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Figure 9: Illustrations of the proof of Proposition 14. Proportions are not respected for better visibility;
the important segments whose length is smaller than C5s are marked by braces instead.

u′w′. On the one hand, P ′ ⊂ [A] ∩ (P +B(0, s/C5)) ⊂ [A] ∩ Λd. On the other hand, since C5, C6 ≪ C4,∣∣P ′∣∣ ≥ |P |+ ∣∣P̄ \ P ∣∣− |B(z, C5s)| −
∣∣P̄ \ P ∣∣− ∣∣∣P̂ \ P̄ ∣∣∣

≥ |P |+ C4s
2/8C5 − 4(C5s)

2 − 2 · C5C6s
2 − 2 · 2C2

5s
2 ≥ |P |+ s2,

which finishes the proof in this case.

Case 2. Suppose that σ2(z) < y+. If σ1(z) < min{σ1(P2,y+)}, the modifications needed around uw are
exactly as described in Case 1 without any modification. Since σ1(z) ∈ σ1(P2,y+) takes us back to Case 1,
in the remainder of the proof, we assume that σ1(z) > max{σ1(P2,y+)} and consider several subcases.
While they are essentially analogous to Case 1, we spell the details out, since an additional sub-case
arises.

Case 2.1. Suppose that |P̄2,y+ | ≥ C5s. Then, no further modifications around w are necessary.

Case 2.2. Suppose that |P̄2,y+ | < C5s; in particular, σ2(w) = y+. Define ȳ = min{y : |P̄2,y| = C5s} and
suppose that ȳ ≥ min{σ2(P̄1,x−)}+C5s. Note that ȳ ∈ [y+−C6s, y+) since the horizontal chords through
u in P and P̄ coincide and have length at least C5s by fatness of P , see Figure 9c. Hence, discarding the
part of P̄ above P̄2,ȳ ensures that the upper horizontal side of the new convex set has length C5s, leaves
the left vertical side of length at least C5s and reduces the area of P̄ by at most C5s · C6s.

Case 2.3. Suppose that |P̄2,y+ | < C5s and ȳ < min{σ2(P̄1,x−)}+C5s. Specifically, σ1(w) ≤ max{σ1(P̄2,ȳ)}
and min{σ1(P̄2,ȳ)} = x−, implying that σ1(u)−x− ≤ (σ1(u)−σ1(w))+ |P̄2,ȳ| ≤ (C6+C5)s, see Figure 9d.

Define P̃ to be the convex set obtained from P̄ by discarding the part of P̄ above P̄2,σ2(u), and let
x̃ = min{x : |P̃1,x| = C5s}. Then, by Claim 13, one can deduce that x̃ ≤ σ2(u)− C5s.

Suppose that x̃ ≤ max{σ1(P̃1,y−)} − C5s. Then, discarding the part of P̃ on the left of P̃1,x̃ ensures
that each of the upper horizontal, the left vertical and the lower horizontal sides of the new convex set
have length at least C5s and reduces the area of P̃ by at most C5s · C6s.

Case 2.4. Finally, suppose that |P̄2,y+ | < C5s, ȳ < min{σ2(P̄1,x−)}+C5s and x̃ > max{σ1(P̃1,y−)}−C5s.
Then, min{σ2(P̃2,x̃)} = y− and y+ − y− = (σ2(w)− σ2(u)) + |σ2(P̃2,x̃)| ≤ (C6 + C5)s.

Denote by P̂ the convex set obtained from P̄ by discarding the part of P̄ on the left of P̄1,σ1(u). Also,
fix the points v+, v− ∈ P̄1,σ1(u) with the largest and the smallest y-coordinate, respectively, such that∣∣∣P̂2,σ2(v+)

∣∣∣ = ∣∣∣P̂2,σ2(v−)

∣∣∣ = C5s,
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see Figure 9e. By Claim 13, |v+v−| ≥ C5s. Hence, discarding the part of P̂ above P̂2,σ2(v+) and below
P̂2,σ2(v−) ensures that each of the upper horizontal, the left vertical and the lower horizontal sides of the
new convex set have length at least C5s and reduces the area of P̂ by at most C5s · C6s.

By defining P ′ to be the convex set obtained by applying the described modifications around uw and
around u′w′, one can verify that P ′ ⊂ [A]∩Λd and |P ′| ≥ |P |+s2 as in Case 1, which finishes the proof.

5.4 Expanding a very large rectangle

Throughout this section, C > 0 is a fixed constant chosen sufficiently large depending on s. We next adapt
a tool from [10].

Definition 23 (Quasi-stable directions). The set of quasi-stable directions is

Q =
{
u ∈ S1 : uR ∩ {−s, . . . , s}2 ̸= {0}

}
.

Two quasi-stable directions u, v ∈ Q are consecutive, if there does not exist w ∈ Q such that ⟨u,w⟩ < 0 <
⟨v, w⟩.

The next lemma follows directly from the definition (see [10, Lemma 5.3]).

Lemma 24. For any two consecutive elements u, v of Q, there exists U ∈ U such that U ⊂ Hu ∩Hv.

A droplet is a convex set of the form ⋂
u∈Q

Hu(lu)

for l ∈ (R ∪ {∞})Q, where Hu(∞) = R2. Recall that C ≫ s and that S ⊂ Q denotes the set of stable
directions. For u ∈ Q and a droplet D, the u-side of D is given by

D ∩ ∂Hu

(
inf

{
l ∈ R ∪ {∞} : Hu(l) ⊃ D

})
.

A droplet is non-degenerate if, for every u ∈ Q, its u-side has Euclidean length at least 3
√
C, if u ∈ Q \ S,

and at least
√
C, if u ∈ S. Notice that |Q| ≤ 4(s2 + 1), so every axis-parallel square of side length

2
√
C(s2 + 1) contains a non-degenerate droplet. Given a droplet

D =
⋂
u∈Q

Hu(lu)

and v ∈ Q, the v-extension of D is the droplet

D′ =

 ⋂
u∈Q\{v}

Hu(lu)

 ∩Hv(l
′
v)

with l′v > lv minimal such that (D′ \ D) ∩ Z2 ̸= ∅. Notice that, if the droplet D is non-degenerate, its
extensions are well-defined: indeed, for all triplets of consecutive directions v, u, w ∈ Q and large enough
C, the triangle (Hv(lv) ∩Hw(lw)) \Hu(lu) contains a unit square and, hence, an integer point as well.

For any A,B ⊂ R2, we denote by AB
0 = A ∩ Z2 and, for every t ≥ 0,

AB
t+1 = AB

t ∪
{
x ∈ B ∩ Z2 :

∣∣(x+K) ∩AB
t

∣∣ ≥ r
}
.

Moreover, we denote [A]B =
⋃

t≥0A
B
t , that is, [A]B is the closure of A for the bootstrap percolation

process restricted to B.
The next lemma roughly states that a non-degenerate droplet can grow by itself in a direction u ∈ Q\S,

while a single infection nearby suffices for it to grow in a direction u ∈ S.
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Figure 10: Illustration of Lemma 26. The shaded rectangle R with dimensions s × 4d is infected. We
prove the hatched triangle T becomes infected by comparing to the process with both the shaded shapes
R and D′ infected. In particular, we infect the dashed rectangle.

Lemma 25. For every u ∈ Q \ S and non-degenerate droplet D, the u-extension D′ of D satisfies

[D]D′\D ⊃ D′ ∩ Z2.

For every u ∈ S, non-degenerate droplet D, the u-extension D′ of D satisfies

[{x} ∪D]D′\D ⊃ D′ ∩ Z2

for every x ∈ (((D′ \D) ∩ Z2) +K) \D.

Proof. First, consider u ∈ Q \ S. In this case, there exists U ⊂ Hu and, by definition of Q, necessarily
U ⊂ Hv ∩Hw, where v, u and w are consecutive directions in Q. This immediately implies that, starting
from D ∩ Z2, D′ ∩ Z2 becomes infected on the first step.

Next, assume that u ∈ S. Notice that ∆ = (D′ \ D) ∩ Z2 is a discrete segment. For any y ∈ ∆, we
have |(y +K) ∩D| = r− 1 and there exists z ∈ K with ⟨z, u⟩ = 0. As a result, infection propagates along
∆ starting from the initially infected site x.

The next lemma allows us to assume that any rectangle is directed along a quasi-stable direction, see
Figure 10 for an illustration.

Lemma 26. Fix d ≥ C, x ∈ R2 and v ∈ S1 such that the closest direction in Q to v is u ∈ Q, breaking
ties arbitrarily. Let u− and u+ be the consecutive directions to u in Q so that v ∈ [u−, u]. Consider the
rectangle

R = x+Hv ∩Hv+π/2 ∩Hv+π(s) ∩Hv−π/2(4d).

Then, for some x′ ∈ R, it holds that

[R] ⊃ x′ +
(
Hu ∩Hu+π/2 ∩Hu+π(s) ∩Hu−π/2(d)

)
∩ Z2.

Proof. If u = v, there is nothing to prove (take x′ = x), so we assume v ∈ [(u−+u)/2, u). Let x, y, z, w be
the corners of R listed in clockwise direction, see Figure 10. Let ℓ+ be the line orthogonal to u+ through
w, which intersects xy at point x′. Also, let ℓ− be the line orthogonal to u− through z, and denote
T = (x′ +Hu) ∩ (z +Hu−) \ (x+Hv). Since s≪ d, it suffices to prove that T ⊂ [R]T .

Define D as the trapezoid between the lines ℓ−, ℓ+ and the boundary of x′+Hu, and D′ = D∩(z+Hu).
Notice that, as R is fully infected and all sites at distance at most s from T in D \ T are in R, we have
[R]T ∩ T = [R ∪D′]D\D′ ∩ T . Hence, it suffices to prove that [R ∪D′]D ⊃ T , which follows directly from
repeated application of Lemma 25.

As we will see, if the direction u in Lemma 26 is in Q \ S, it will be easy to produce a square of side
length polynomial in d from the rectangle. However, if u ∈ S, we need to ensure the presence of the
additional infected site x in Lemma 25. For this, we require two preliminary lemmas.
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Lemma 27. Fix A ⊂ Z2 and u ∈ S. Let su = max{⟨k, u⟩ : k ∈ K}. Consider the rectangles

R = x+Hu ∩Hu+π/2 ∩Hu+π(l) ∩Hu−π/2(2s),

R+ = x+Hu(su) ∩Hu+π/2 ∩Hu+π ∩Hu−π/2(2s),

R− = x+Hu(−l) ∩Hu+π/2 ∩Hu+π(l + su) ∩Hu−π/2(2s),

for some x ∈ R2 and l ≥ 0. Assume that [A] ∩R− = [A] ∩R+ = A ∩R = ∅. Then, [A] ∩R = ∅.

Proof. By symmetry, u+π/2 and u−π/2 are stable directions. Assume for contradiction that R∩[A] ̸= ∅,
and consider y ∈ R∩ [A] with minimal infection time. Without loss of generality, let ⟨y− x, u− π/2⟩ ≤ s.
Then, r ≤ |(K + y) \ (R ∪R+ ∪R−)| ≤ |K ∩Hu−π/2| < r since u+ π/2 ∈ S, a contradiction.

The second preliminary lemma roughly says that if an infection is seen by an open half-plane, then it is
seen by its boundary. While this is quite clear in the continuum, the discrete setting makes this property
rather fragile.

Lemma 28 (Infection does not jump over the boundary). Let u ∈ S. Then, setting su = max{⟨k, u⟩ :
k ∈ K}, we have

(Hu(su) \Hu) ∩ Z2 = ((K +Hu) \Hu) ∩ Z2 ⊂
((
K + ∂Hu

)
\Hu

)
∩ Z2.

Proof. The equality is immediate since K+Hu = Hu(su), so we focus on the inclusion. Let us first assume
that u = (0, 1). Fix x ∈ Hu ∩ Z2 and k′ ∈ (K + x) \ Hu. If k′ ∈ Hu, the conclusion holds. Else, by
π/2-rotation invariance of K (the convex set such that K = (sK) ∩ Z2), sK + x contains the square with
centre x and corner k′, which intersects the line R×{0} in an interval of length at least 2⟨u, k′⟩ ≥ 2. This
interval necessarily contains an integer point y, which satisfies that k′ ∈ y +K, as desired.

Next assume that u = (1, 1)/
√
2. Then, either k′ ∈ Hu or the square with centre x and corner k

intersects the line R · (−1, 1) in a segment of length at least 2⟨u, k′⟩ ≥
√
2. Since

√
2 is exactly the distance

between consecutive integer points on that line, the conclusion also holds in this case.
Finally, by (3), the above two cases exhaust all possible stable directions up to symmetry.

We are now ready to prove that a long thin rectangle in a quasi-stable direction infects a suitably large
square.

Proposition 29. Fix x ∈ R2, u ∈ Q and A ⊂ Z2. Let

R = x+Hu ∩Hu+π/2 ∩Hu+π(s) ∩Hu−π/2(C). (11)

Assume that R ∩Z2 ⊂ [A] and d(A,R) ≥ C. Then, there exists x′ ∈ B(x,C) such that R′ ∩Z2 ⊂ [A] with

R′ = x′ +Hu ∩Hu+π/2 ∩Hu+π

(
C3/4

)
∩Hu−π/2

(
C3/4

)
.

Proof. We assume that x = 0 for simplicity, but this does not affect the proof. Let x, y, z, w be the corners
of R in clockwise order, and let u+, u, u− be consecutive quasi-stable directions met in this clockwise
order. Let ℓ+ be the line orthogonal to u+ through w and let ℓ− be the line orthogonal to u− through
z. Also consider the trapezoid T = (w + Hu+) ∩ Hu(C

3/4) ∩ (z + Hu−) \ Hu and the infinite droplet
D = (w + Hu+) ∩ Hu ∩ (z + Hu−) (see Figure 11). Notice that the short base of T has length at least
C − C3/4/ tan(u− u−)− C3/4/ tan(u+ − u) > C3/4, so it suffices to show that T ⊂ [A].

First, assume that u ∈ Q \ S. Then, [R]T ∩ T = [D]T ∩ T as in the proof of Lemma 26. Thus, a
repeated application of Lemma 25 gives that [D]T ⊃ T , as desired.

Next, assume that u ∈ S. We apply Lemma 27 to x ∈ R2 such that ⟨x, u−π/2⟩ = C/2 and l ≥ s such
that the rectangles R+ and R− in Lemma 27 are on different sides of R defined in (11). Up to switching
u and u+ π if necessary, we obtain that, for every l ∈ [0, C3/4],

[A] ∩Hu(su + l) ∩Hu+π/2(−C/2) ∩Hu+π(−l) ∩Hu−π/2(C/2 + 2s) ̸= ∅.
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Figure 11: Illustration of Proposition 29. If the shaded rectangle R is infected, the hatched trapezoid T
becomes infected as well. This is shown by comparison with the process with the shaded infinite droplet D
infected instead of the rectangle R. In the case when u is a stable direction, we additionally use infections
found in the dotted rectangle of width 2s.

Let A′ ⊂ [A] be a minimal set of infections witnessing this for all values of l. Then, as in the unstable
case, [A′ ∪R]T ∩ T = [A′ ∪D]T ∩ T . Hence, by applying Lemma 25 repeatedly, we obtain [A′ ∪D]T ⊃ T ,
as desired (note that Lemma 25 applies thanks to our choice of su in Lemma 27 and to Lemma 28).

We can extract a non-degenerate droplet from the square provided by Proposition 29. This droplet will
need to grow to much larger scales, possibly in the presence of a sparse set of infections, which prevents
the use of Lemma 27. Instead, we rely on the following algorithm.

Definition 30 (Extension algorithm). Given a finite non-degenerate droplet D and a set A′ ⊂ Z2, we
define a sequence of droplets Di as follows. Set D0 = D. Assume Di is defined for some i. If there
exists u ∈ Q \ S such that the u-side of Di has length at least 2 3

√
C, choose one such u arbitrarily and let

Di+1 be the u-extension of Di. We refer to this operation as unstable extension. If no unstable extension
is possible but there exists u ∈ S such that the u-side of Di has length at least 2

√
C, and there exists

x ∈ A′∩((((D′ \Di)∩Z2)+K)\Di) where D′ is the u-extension of Di, then set Di+1 = D′ for an arbitrary
such choice of u. We refer to this operation as stable extension. If both unstable and stable extensions are
impossible, the algorithm terminates and outputs the final droplet Di.

We next seek to show that, when applied to A′ = [A] for suitably sparse A and a sufficiently large
initial droplet, the extension algorithm does not terminate. Recall the definition of C-connected set from
Section 3.2.

Lemma 31. Let D be a non-degenerate droplet with diameter at least C3/4. Let A be such that D ⊂ [A]
and A∩D contains no C-connected set of 14 vertices. Then, some stable or unstable extension is possible
for D and A′ = [A] in Definition 30.

Proof. Assume that no unstable extension is possible. Then, for all u ∈ Q \ S, the length of the u-side of
D is at most 2 3

√
C. Since diam(D) ≥ C3/4, there exist stable directions u ∈ S such that the u-side of D

has length at least (C3/4 − 2|Q| 3
√
C)/|S| > 2

√
C. We refer to u ∈ S such that the u-side of D has length

at least 2
√
C as long directions, and denote the set of long directions by L. We refer to elements of Q\L

as short directions, and to their corresponding sides as short sides. Assume that stable extensions for long
directions are not possible, that is,

[A] ∩ ((Du \D) +K) ⊂ D (12)

for all u ∈ L, where Du is the u-extension of D.
Let X = (D+K)\D. By definition of the closure, we have [(A∩D)∪([A]∩X)]D∩D = [A]∩D = D∩Z2.

Consequently, setting Ā = (A ∩D) ∪ ([A] ∩X), we have [Ā] ⊃ D. We show that every x ∈ [A] ∩X is at
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distance at most 2s from some short side of D. Indeed, by assuming the contrary for some x ∈ [A]∩X, x
is at distance at most su (recall Lemma 28) from the u-side of D for some u ∈ L, but at distance at least
2s from its endpoints. By Lemma 28, this gives x ∈ K+ ∂Hu(lu), where Du =

⋂
v∈QHv(lv), contradicting

(12). For each short direction u ∈ Q, let Ru be the smallest axis-parallel rectangle containing all sites at
distance at most 2s from the u-side of D. Then, by the above, [A]∩X ⊂

⋃
u∈Q\LRu and diam(Ru) ≤ 3

√
C

for all u ∈ Q \ L.
We next run a crude merging process to bound from above the closure ∆ of (A∩D)∪

⋃
u∈Q\LRu. Start

with the collection of axis-parallel rectangles given by the Ru and a singleton rectangle for each element of
A ∩D. If possible, arbitrarily pick two rectangles R,R′ in the current collection such that d(R,R′) ≤ 2s
and replace them by the smallest axis-parallel rectangle containing both. Repeat this as long as possible.
On the one hand, the union of the rectangles in the final collection contains ∆. On the other hand, since
A ∩D contains no C-connected set of 14 vertices, for every rectangle R in the initial collection, there are
at most 14 + |Q| other rectangles within distance C2/3 from R in the initial collection. Moreover, upon
merging two rectangles, the maximum diameter of a rectangle in this merging step may increase at most
by a factor of 3s (with the convention that the diameter of singleton rectangles is 1). But then, in the end
of the process, each rectangle must have diameter at most 3

√
C(3s)14+|Q| < C2/3/2 and, in particular, no

two rectangles originally at distance more than C2/3 can merge. Since one of these rectangles must contain
D ⊂ ∆, we have diam(D) ≤ 3

√
C(3s)14+|Q| < C3/4, which contradicts the statement of the lemma and

finishes the proof.

Combining the results in this section, we are now able to prove the following proposition.

Proposition 32. Fix d ≥ C4/2. Let A ⊂ Z2 be such that A ∩ Λd contains no C-connected set of 14
vertices and A ∩ ΛC3/4 = ∅. Assume that there exists x ∈ ΛC3/8 and v ∈ S1 such that the rectangle

R = x+Hv ∩Hv+π/2 ∩Hv+π(s) ∩Hv−π/2(4C) (13)

satisfies R ∩ Z2 ⊂ [A]. Then, there exists u ∈ S and x̃ ∈ Λd such that R̃ ∩ Z2 ⊂ [A] for

R̃ = x̃+Hu ∩Hu+π/2 ∩Hv+π(s) ∩Hv−π/2(d/9).

Proof. We start by applying Lemma 26 to obtain a rectangle of the form R′ = x′+Hw∩Hw+π/2∩Hw+π(s)∩
Hw−π/2(C) with x′ ∈ ΛC3/8+5C and w ∈ Q such that R′ ∩ Z2 ⊂ [A]. We may then apply Proposition 29
to find a square

R′′ = x′′ +Hw ∩Hw+π/2 ∩Hw+π

(
C3/4

)
∩Hw−π/2

(
C3/4

)
with x′′ ∈ ΛC3/8+6C such that R′′∩Z2 ⊂ [A]. Moreover, observe that R′′ contains a non-degenerate droplet
with diameter at least C3/4, to which we can apply the extension algorithm with A′ = [A]. By Lemma 31,
the algorithm does not terminate until the droplet reaches ∂Λd. Let D be the first droplet obtained in the
extension algorithm of diameter at least d − (C3/8 + 7C). We will extract the rectangle R̃ from D, but
some care is needed to ensure that it has a side parallel to some u ∈ S.

We require a few properties of the extension algorithm, which are not hard to verify by induction.

• Each extension increases the diameter by at most an absolute constant.

• Each droplet D′ obtained in the algorithm is non-degenerate and satisfies D′ ∩ Z2 ⊂ [A].

• The droplets in the algorithm are nested and the number of integer points they contain is increasing.

• Each extension only modifies side lengths by at most a constant amount depending on s and, con-
sequently, sides never become shorter than 3

√
C.

We further make the following claim.
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Claim 33. The total length of unstable sides of any droplet in the algorithm is at most 8C3/4.

Proof. To begin with, R′′ is contained in an axis-parallel square of side
√
2C3/4. Recalling (3), we obtain

that this square contains any droplet in the extension algorithm up to the first stable extension. Since the
perimeter of a convex set is increasing with respect to inclusion, this implies the desired result for these
droplets.

Let D′ =
⋂

u∈QHu(lu) be a droplet formed by a stable extension (not necessarily the first one), and
suppose that the claim holds at all previous steps. By Definition 30, just before obtaining D′, the total
length of unstable sides is at most 2 3

√
C|Q| < C3/4/2, and the stable extension producing D′ increases

this amount by at most C3/4/2.
We show the claim for all steps until the next stable extension. Define D′′ =

⋂
u∈S Hu(lu) and note

that unstable extensions produce droplets contained in D′′. Then, the total length of unstable sides of any
droplet D′′′ such that D′ ⊂ D′′′ ⊂ D′′ is at most the difference between the total stable side lengths of D′′

and D′, that is, |∂D′′ \ ∂D′|. Moreover, recalling (3), D′′ \D′ is a union of |S| regions (one at each corner
of D′′) such that, for each such region R, there exist points x, y, z ∈ R2 satisfying each of the following
properties:

• the segments xy and yz are contained in (∂D′′ \ ∂D′) ∪ {x, z},

• the angle xyz has measure at least π/2,

• ∂D′ ∩R is a monotone curve connecting x and z inside the triangle xyz.

As a result, for each such region R, |R ∩ ∂D′| ≤ |R ∩ ∂D′′| ≤
√
2|R ∩ ∂D′|. Therefore, the total length of

unstable sides of every droplet D′′′ as above is at most C3/4+ |∂D′′ \∂D′| ≤ (1+
√
2)C3/4, as desired.

By Claim 33, there exists at least one u ∈ S such that the u-side of D has length at least (diam(D)−
8C3/4)/|S| ≥ d/9. But the consecutive directions u+, u− satisfy |u+−u|, |u−u−| ≥ c(s) for some c(s) > 0
and the u+ and u−-sides of D have length at least 3

√
C ≫ s/c(s). Therefore, by convexity of D, we can fit

the desired rectangle R̃ inside the quadrilateral spanned by the u−, u and u+-sides of D, concluding the
proof.

We are now ready to conclude the proof of our main result.

Proof of Proposition 4 for K = Ks. Fix A as in the statement. In order to apply the results of previous
sections, we need to deal with the possible presence of one infection close to the origin, rather than none.
Assume that A ∩ ΛC3/4 = A ∩ ΛC3 = {x}. In this case, we notice that, before any infection reaches
distance 2s from x, necessarily a site y within distance 2s from ∂Λ2C3/3 needs to become infected. Thus,
by replacing A with A− y, we may assume that A ∩ ΛC3/4 = ∅ and A ∩ Λd−C3 contains no C-connected
set of 14 vertices, while 0 ∈ [A] \ [A ∩ Λd−C3 ].

Since C3/4 ≥ C1s, Lemma 7 shows that there exists an axis-parallel square P (0) ⊂ ΛC1s of side length
C2s with P (0) ∩ Z2 ⊂ [A]. Since C2 ≥ C5, P (0) is a fat convex set. We may then apply Proposition 14
repeatedly to obtain a sequence of fat convex sets (P (j))kj=0 such that k = ⌈C3/(20s)⌉ and, for all j ∈
{1, . . . , k}, ∣∣∣P (j)

∣∣∣− ∣∣∣P (j−1)
∣∣∣ ≥ s2, P (j) ⊂ ΛC1s+2sj , P (j) ∩ Z2 ⊂ [A].

This immediately yields |P (k)| ≥ C3s.
Recall that P (k) is fat and assume without loss of generality that it is horizontal. Then, P (k) contains

a parallelogram of sides C5s and diam(P (k))/2, and angles bounded away from 0. Since diam(P (k)) ≥√
|P (k)|/π ≥ C3/2, this parallelogram contains a rectangle R of the form (13). Since P (k)∩Z2 ⊂ [A]∩ΛC3/8,

R satisfies the hypotheses of Proposition 32. Applying this proposition completes the proof of Proposition 4
and, thereby, of Theorem 1 for the case K = Ks for s large enough.
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