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Abstract

We establish new connections between percolation, bootstrap per-

colation, probabilistic cellular automata and deterministic ones. Sur-

prisingly, by juggling with these in various directions, we e�ortlessly

obtain a number of new results in these �elds. In particular, we prove

the sharpness of the phase transition of attractive absorbing probabi-

listic cellular automata, a class of bootstrap percolation models and

kinetically constrained models. We further show how to recover a clas-

sical result of Toom on the stability of cellular automata w.r.t. noise

and, inversely, how to deduce new results in bootstrap percolation

universality from his work.
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1 Introduction

There are numerous links between probabilistic cellular automata (PCA) [23]
and percolation (see Section 1.1 for the de�nitions of our models of interest)
[16]. In the case of additive PCA this link is very apparent, since they may be
viewed as oriented percolation models (see e.g. [19]). Moreover, percolation
is often used as a reference model for comparison in more complex cases (see
e.g. [24]).
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Our �rst goal will be to import a recent technique [12] for proving the
sharpness of phase transitions from percolation to the setting of attractive
PCA. This allows us to establish that they all `die out' exponentially fast
throughout their `subcritical' phase. This comes to complement a classical
result of Bezuidenhout and Gray [7] showing that a certain `supercritical'
phase is also well-behaved.

Besides PCA, our other main motivation for pursuing this result comes
from bootstrap percolation (BP). We establish a correspondence between the
two, so as to deduce exponential decay of the probability of remaining healthy
above criticality previously conjectured for a class of BP models. This also
has implications for related kinetically constrained models (KCM), taking
into account previous work of the author [17].

Finally, we show other uses of the correspondence between PCA and
BP. Namely, it provides an equivalence between the non-triviality of the
phase transition of certain BP models and the stability w.r.t. noise of certain
deterministic cellular automata (CA). The former was studied recently in
the framework of BP universality by Bollobás, Smith and Uzzell [9], Balister,
Bollobás, Przykucki and Smith [4] and Balister, Bollobás, Morris and Smith
[3], while the latter was investigated over four decades ago by Toom [33]
and subsequently by a number of authors [6,10,14,15,20,30]. Bridging their
viewpoints yields results in both directions.

1.1 Models

1.1.1 General setting

Convention As it is common in set systems, we will denote points with
lower case letters, sets of points with upper case ones (or with Greek lower
case letters), families of such sets by capital calligraphic letters, systems of
such families with capital script letters and in the rare case of classes of such
systems, we will use capital fraktur letters. Here and below we use the words
`set', `family', `system' and `class' as synonyms, but we will reserve their
usage to the corresponding levels as much as possible.

Throughout, unless otherwise stated, we �x an integer dimension d > 1
and range r ∈ [1,∞). We set R = ([−r, r]d × [−r, 0)) ∩ Zd+1, so as to
allow non-zero memory. Models without memory will be de�ned identically,
taking R = ([−r, r]d × {−1}) ∩ Zd+1. A con�guration is any element of
Ω = {0, 1}Zd×([−r,0)∩Z). For any set X, we identify any η ∈ {0, 1}X with a
subset of X in the natural way. An up-set of a partially ordered set (P,>)
is a subset U ⊂ P such that for any (p, u) ∈ P × U such that p > u we have
p ∈ U . We similarly de�ne down-sets (which are the complements of up-
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sets). Let U denote the system of all up-families of ΩR := {0, 1}R equipped
with the partial order η > ω if ηx > ωx for all x ∈ R (that is, if η ⊃ ω). Note
that ∅ ∈ U and ΩR ∈ U . We will further need to consider the class D of
down-sets of the partially ordered system (U ,⊃).

An attractive PCA1 will be de�ned by the rates υ({U}) ∈ [0, 1] for U ∈ U .
We require

∑
U∈U υ({U}) = 1 and view υ as a probability measure on U .

We say simply attractive CA, if υ is a Dirac measure. An attractive PCA is
said to be additive if υ({U}) = 0 unless U is generated by singletons, that is,
there exists X ⊂ R (possibly empty) such that U = {Y ⊂ R : X ∩ Y 6= ∅}.
We further say that it is absorbing if υ({ΩR}) = 0, which will be equivalent
to saying that the 0 con�guration (which we identi�ed with the set ∅) is an
absorbing state. Hence, attractive PCA identify with a �nite dimensional
simplex equipped with the standard topology (that is, the topology of weak
convergence of the corresponding υ measures) and similarly for additive,
absorbing attractive and absorbing additive ones.

Given the rates υ, we can construct the associated �nite memory Markov
chain on {0, 1}Zd

graphically as follows. In words, at each time step t ∈ Z,
the state of each site x ∈ Zd becomes 1 if and only if the restriction of the
current con�guration to R + (x, t) belongs to a randomly chosen up-family
with law υ. More formally, let (Ux,t)(x,t)∈Zd+1 be an i.i.d. random �eld of up-
families with law υ. Given the state of the PCA η at times t − r, . . . , t − 1
(which form a con�guration) and x ∈ Zd, we de�ne

ηx(t) =

{
1 if {(y, s) ∈ R : ηx+y(t+ s) = 1} ∈ Ux,t
0 otherwise.

(1)

This de�nes the trajectory of the PCA, given the initial state and the up-
family �eld. When we want to specify that the initial state is ω ∈ Ω, we
write ηω for the corresponding process. When the PCA has no memory (i.e.
for all U ∈ supp υ and U ∈ U we have (U ∩ [−r, r]d × {−1}) ∈ U), we may
abusively write ηω with ω ∈ {0, 1}Zd

and it is understood that this is the
state of the process at time −1. We write Pυ for the law of the Ux,t �eld,
from which the process is constructed.

1.1.2 Examples

Let us now introduce a few relevant examples.

1More generally, PCA are de�ned identically by a rates measure supported not only on
U , but on the entire power set of ΩR. However, attractiveness is essential for everything
we will say, so we restrict directly to the relevant setting. See e.g. [27] for problems arising
immediately without this assumption.
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Toom rule with death The Toom rule [33, Example 1] is a deterministic
CA in two dimensions, which updates the state of each site x ∈ Z2 to the
more common value (in {0, 1}) among the current state of x, x + (1, 0) and
x+ (0, 1). We further subject this CA to a speci�c type of noise, obtaining a
PCA that we will refer to as Toom rule with death. Namely, at each step and
each site independently with probability 1 − p ∈ [0, 1], instead of applying
the previous rule, we directly set it to state 0.

With our notation this corresponds to d = 2, r = 1 and υ charging only
two up-families: υ({∅}) = 1 − p (we will systematically put accolades to
avoid confusing e.g. the singleton system consisting of the empty up-family
appearing above and the empty system, which naturally veri�es υ(∅) = 0)
and

υ ({{X ⊂ R : |X ∩ {(0, 0,−1), (1, 0,−1), (0, 1,−1)}| > 2}}) = p.

This PCA is attractive, but not additive. For p = 1 it degenerates into
the (deterministic) CA called Toom rule. In fact, Toom [33] studied random
perturbations of attractive CA in much greater generality, but we will come
back to this later.

Generalised oriented site percolation Fix X ⊂ R and p ∈ [0, 1]. We
de�ne GOSP to be the additive attractive PCA with neighbourhoodX, given
by υ({∅}) = 1 − p and υ({{Y ⊂ R : Y ∩X 6= ∅}}) = p. The name comes
from the observation that η{0}(t) 6= 0 if and only if there is a path with
steps in −X from 0 to some site of the form (x, t) ∈ Zd+1, using only sites
(y, s) ∈ Zd+1 such that Uy,s 6= ∅. The standard oriented site percolation
model is recovered by taking X = {(−1,−1), (1,−1)} in one dimension.

Bootstrap percolation A BP model is speci�ed by an update family : a
�nite family X of �nite subsets of Zd \ {0}, both the sets and the family
being possibly empty. At each time step the state of a site x ∈ Zd becomes
1 if it is already 1 or there exists X ∈ X such that all elements of x + X
are in state 1. In fact, this is just another way to parametrise the set of all
attractive CA with no memory which are monotone in time in the sense that
ηx(t+ 1) > ηx(t) for all x ∈ Zd and t > 0.2

With our notation BP corresponds to taking as υ the Dirac measure on
the minimal up-family U ⊂ ΩR such that {X×{−1} : X ∈ (X∪{{0}})} ⊂ U .
If we drop the assumption that {0} × {−1} ∈ U , we retrieve the class of all

2This property is sometimes called freezing to distinguish from attractiveness, which is
also a type of monotonicity.
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attractive CA with no memory. The latter is essentially the class of models
whose random perturbations were studied by Toom [33].

More generally, we de�ne inhomogeneous BP by a measure χ on update
families. Then each site x ∈ Zd is assigned an i.i.d. update family Xx with
law χ and at each step at site x we use the minimal up-family Ux ⊂ ΩR such
that {X × {−1} : X ∈ (Xx ∪ {{0}})} ⊂ Ux and de�ne the evolution via
Eq. (1)3 with Ux,t = Ux for all t. Clearly, this is no longer a CA or a PCA,
but rather what one would call an inhomogeneous attractive CA.

PCA with death Given an attractive PCA, we de�ne its version with
death by considering υ̃ = pυ+ (1− p)δ∅, so that υ̃ de�nes another attractive
PCA. In words, we run the original PCA with probability p and put state 0
with probability 1− p, like we did for the Toom rule with death and GOSP.

Kinetically constrained models KCM are continuous time Markov pro-
cesses with state space {0, 1}Zd

informally de�ned as follows, given an update
family : a �nite family X of �nite subsets of Zd \ {0}, and a parameter
q ∈ [0, 1] (see [11]). Each site x ∈ Zd attempts to update at rate 1 to an
independent Bernoulli state with parameter q, but is only allowed to do so if
the con�guration at some X ∈ X is 1 (the all 1 con�guration). Otherwise,
the state of x cannot change until the above constraint becomes satis�ed.

Super�cially, KCM are not closely related to the attractive PCA that
we study, as they are neither attractive, nor discrete time, nor synchronous.
Nevertheless, we will see that our treatment entails new results for KCM as
well.

1.2 The phase diagram of PCA

In 1994 Bezuidenhout and Gray [7] established the following fundamental
result (see their work for a more formal statement).

Theorem 1.1. Within the set of attractive PCA υ without memory, the set
of those with υ({∅}) > 0 and Pυ

(
∀t > 0, η{0}(t) 6= 0

)
> 0 is open.

The main corollary of this is that the phase transition of survival from
a single point for attractive PCA without memory but with positive death
rate is continuous. Moreover, they showed that, within this `supercritical'
phase described in the theorem, one can perform renormalisation to highly
supercritical oriented percolation. This entails a number of results and is a

3There may be issues de�ning this if χ has in�nite support. We will only consider
�nitely supported χ measures in this work.
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key step towards establishing that models in this phase are `well-behaved'
(see [19] for more detail on what we mean by this).

Our �rst main result is of a similar �avor and complements Theorem 1.1.

Theorem 1.2. Let S be in the set of attractive PCA such that δ0 is their
unique invariant measure. Let Int and · be the interior and the closure within
the set of absorbing attractive PCA. Then for any υ ∈ Int(S) there exist
c, C > 0 such that for all t > 0 and �nite A ⊂ Zd × {−r, . . . ,−1} it holds
that

Pυ
(
η10 (t) 6= 0

)
6 Ce−ct, (2)

Pυ
(
ηA(t) 6= 0

)
6 C|A|e−ct. (3)

Moreover, S ⊂ Int(S).

This result can be informally rephrased as `the subcritical phase of at-
tractive PCA is well-behaved.' We leave the discussion of how to use this on
concrete models to Section 1.3.

Unfortunately, the terms `supercritical' for Theorem 1.1 and `subcritical'
for Theorem 1.2 are quite misleading. Indeed, it is known that there is
an intermediate regime, which may naturally be called cooperative survival
phase. More speci�cally, the Toom rule with death for small enough death
rates exhibits such behaviour (see [33]) and more general examples will be
discussed in Section 1.4.

1.3 Parametrised models and applications

In practice one is usually not interested in the set of all PCA, but rather
has one speci�c PCA in mind, possibly with a parameter to tune. As it
stands, Theorem 1.2 does not assert that for a speci�c model, as we vary
the parameter, we will have a well-behaved subcritical phase immediately
followed by a non-uniqueness one. Our next goal is to provide a simple
su�cient criterion for this to happen. Indeed, hypotheses are needed, since
the model of interest may glide along the boundary of the subcritical phase,
in which case no sharpness of the phase transition is to be expected. To
preclude this scenario we will require a few more de�nitions.

We say that a measure ν on a partially ordered set (X,>) stochastically
dominates another one, υ, if for every down-setD ofX we have ν(D) 6 υ(D).
A parametrised model is a continuously di�erentiable curve (υp)p∈[p1,p2] in the
space of attractive PCA for some p1 < p2 ∈ R, so that υp are probability
measures on U . Here and below derivatives υ′p = limq→p(u

′
q − u′p)/(q − p)

are viewed as signed measures on U equipped with the weak topology. Note

6



that the function p 7→ υp is nondecreasing for stochastic domination (i.e. for
all p 6 q the measure υq stochastically dominates υp) i�

∀D ∈ D \ {∅,U },∀p ∈ [p1, p2], υ
′
p(D) 6 0. (4)

If that is the case, we say that the parametrised model is nondecreasing and,
if additionally υp 6= υq whenever p 6= q, we say it is increasing.

Morally, any increasing parametrised model should have a sharp phase
transition in the sense of Theorem 1.2 (see Theorem 1.3 below). However,
even for percolation some issues may arise if the model increases in a `no-
nessential' way. Furthermore, there has been some trouble establishing a
necessary and su�cient condition for a modi�cation being `essential' [2, 5].
Circumventing these issues, we propose a su�cient criterion, which is satis-
�ed in natural models.

We say the parametrised model is strongly increasing if there exists c > 0
such that

∀D ∈ D \ {∅,U },∀p ∈ [p1, p2], υ
′
p(D) 6 −c(1− υp(D)), (5)

where the derivative is w.r.t. p. For a nondecreasing parametrised model we
de�ne the critical parameter

pc = inf {p ∈ [p1, p2] : δ0 is not the unique invariant measure} (6)

with inf ∅ = p2. Note that υp({∅}) = 0 i� δ1 is invariant, while υp({ΩR}) = 0
i� δ0 is invariant. We will say that a nondecreasing parametrised model has a
sharp transition if for any p ∈ [p1, pc) there exist c, C > 0 such that Eqs. (2)
and (3) hold for all t > 0 and �nite A ⊂ Zd × {−r, . . . ,−1}.

Theorem 1.3. Every strongly increasing parametrised model has a sharp
transition.

Remark 1.4. Theorems 1.2 and 1.3 and their proofs extend naturally beyond
the binary setting. More precisely, one may replace the base set {0, 1} of Ω
by an arbitrary �nite partially ordered set with unique minimal and maximal
elements called 0 and 1 (the maximal one is not essential). We have chosen
to reason directly in the binary case for the sake of readability.

We next state a few interesting applications of Theorem 1.3 to speci�c
models. The �rst one recovers a classical result of Aizenman and Barsky
[1, Theorem 7.3] (also see their section 8.1 for a discussion of additive PCA)
and Menshikov [25], which also has other proofs [12, 13].

Corollary 1.5. Every GOSP has a sharp transition.
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Indeed, by the de�nition in Section 1.1.2 of GOSP with neighbourhood
X ⊂ R, for all p ∈ (0, 1] (the case p = 0 is similar) and D ∈ D\{∅} we have

υ′(D) = υ′({∅}) + 1U∈Dυ
′({U}) = −1 + 1U∈D =

−1 + υ(D)

p
6 −1 + υ(D),

where we set U = {Y ⊂ R : Y ∩X 6= ∅}. However, we may also directly use
Theorem 2.1 below instead of Theorem 1.3 to deduce Corollary 1.5.

We next state a consequence of Theorem 1.3 in the BP context.

Theorem 1.6. Consider a BP with update family X contained in a half-
space: there exists u ∈ Rd such that ∀X ∈ X ,∀x ∈ X, 〈x, u〉 < 0. We use
i.i.d. Bernoulli initial condition with parameter q, whose law we denote by
µq (BP being a CA, this is the only randomness). Then, setting

qc = inf
{
q ∈ [0, 1] : lim

t→∞
µq(η0(t) 6= 1) = 0

}
. (7)

we have

∀q > qc,∃c, C > 0,∀t > 0, µq (η0(t) 6= 1) 6 Ce−ct. (8)

Theorem 1.6 makes further progress towards proving [17, Conjecture 8.1],
which asks for this result for all families, not necessarily contained in a half-
space. This conjecture itself generalised a question of Schonmann [28] from
1992, which remains open, asking if the same result holds when restricted
to X contained in the set of nearest neighbours of the origin instead of a
half-space.

It should be noted that Theorem 1.6 is not a direct application of Theo-
rem 1.3, since BP has υ({∅}) = 0 by de�nition. Instead we will rely on the
correspondence between BP and CA of Proposition 3.1. This correspondence
presented in Section 3 is also at the root of the results discussed in Section 1.4.
To give a simple instance of it, let us focus on standard oriented site percola-
tion from Section 1.1.2 viewed as a one-dimensional CA with death. Consider
the two-diemsnional BP update family X = {{(−1,−1), (1,−1)}} and the
initial condition given by the space-time sites whose (random) up-set is ∅
(death). Then the space-time sites (x, t) which remain in state 0 until time
t in the BP process are exactly the ones which are in state 1 for the oriented
percolation CA with death with initial condition 1.

Theorem 1.6 generalises directly to inhomogeneous BP as follows.

Theorem 1.7. Consider an inhomogeneous BP with measure χ supported
on a �nite set of update families contained in the same half-space (see Theo-
rem 1.6). Denote by µq the law of the i.i.d. update families with distribution
χ and i.i.d. initial condition with Bernoulli law of parameter q. Then Eq. (8)
holds with qc de�ned by Eq. (7).
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Moving on to KCM, the following is a direct consequence of Theorem 1.6
together with [17, Theorem 3.7].

Corollary 1.8. Consider a KCM with update family X contained in a half
space (see Theorem 1.6). Then the spectral gap of its generator is positive
for all q > qc and 0 for all q < qc, where qc is the quantity de�ned in Eq. (7)
for the BP with the same choice of update family X .

1.4 Bootstrap percolation and Toom perturbations of

attractive cellular automata

Finally, we discuss consequences of the PCA representation of BP used to
prove Theorem 1.6.

Bootstrap percolation universality We �rst need to introduce a few
notions from BP universality, whose aim is to classify BP update families
according to their behaviour at or around their phase transition.

We say that a BP update family X is supercritical if there exists a �nite
set A ⊂ Zd such that

⋃
t>0 η

A(t) is in�nite. A more geometric characterisation
is available based on the notion of stable direction. We say that u ∈ Sd−1
(the unit sphere) is unstable if there exists X ∈ X such that for all x ∈ X
we have 〈u, x〉 < 0 and it is stable otherwise. It was proved in [9, Theorem
7.1, De�nition 1.3] that in two dimensions X is supercritical if and only if
there exists an open hemisphere of unstable directions. This is expected to
generalise to any dimension.

Instead, we say that X is subcritical if qc > 0 (recall Eq. (7)). It was
proved in [3, De�nition 1.2, Corollary 1.6] that X is subcritical if and only if
every open hemisphere contains an open set of stable directions.

Toom perturbations Toom [33] considered random space-time perturba-
tions of attractive CA with υ({∅}) = 0 (otherwise every con�guration beco-
mes 0 after one step, since CA are deterministic), in order to assess whether
the 0 and 1 states are stable. We will not de�ne the exact noise used there,
but using attractiveness to suppress `positive' noise, it can be brought down
to a noise stochastically dominated by a product measure with low parame-
ter. For simplicity, we will work directly with the resulting product noise.
Namely, we consider the CA with death υ̃. We say that the CA υ is an
eroder if, starting from any con�guration ω such that ω(x,s) = 0 for �nitely
many (x, s) ∈ Zd × {−r, . . . ,−1}, we have ηω(t) = 1 for any t large enough
depending on ω.

9



Interplay We can recover the following result, �rst established by Toom
[33], directly from the BP�PCA correspondence and BP results.

Theorem 1.9. In dimension d = 1 any attractive CA is an eroder i� its
version with death rate 1−p small enough has an invariant measure di�erent
from δ0.

Let us note that in our alternative proof of Theorem 1.9 we will not at
all require the full power of [3, Corollary 1.6] or its two-dimensional version
[4, Theorem 1]. Instead, we only rely on the much easier partial result
[4, Theorem 9] in view of Lemma 3.3 below. We believe the renormalisation
approach of [4, Theorem 9] to be simpler than the original proof of Toom, as
well as its subsequent versions in [6, 14, 18, 30] based on somewhat involved
Peierls arguments. Naturally, a carefully performed Peierls argument often
gives a better quantitative bound on the critical parameter (see e.g. [18,
30]), though this is seldom important. We also mention the more complex
renormalisation approach of [10].

Inversely, the viewpoint of [33, Theorem 5] provides an interesting con-
sequence for BP, thanks to the BP-PCA correspondence of Proposition 3.1.
Namely, it allows us to recover the main results of [4,9] restricted to families
contained in half-spaces, but extended to arbitrary dimension, which have
not been treated until present (but see the subsequent work [3]).

Theorem 1.10. A BP in any dimension whose update family is contained
in a half-space (recall Theorem 1.6) is either supercritical or subcritical (that
is, either there are �nite sets with in�nite o�spring or qc > 0).

Although in two dimensions this can be checked easily (see Lemma 3.3
below) from geometric considerations based on the characterisations of su-
percritical and subcritical models from [4, 9], it does not seem to have been
noticed. We should note that the half-space condition cannot be removed,
as without it already in two dimensions another, critical, class emerges [9].

1.5 Organisation

The remainder of the paper is organised as follows. In Section 2 we prove
our general results�Theorems 1.2 and 1.3 by adapting the randomised algo-
rithm approach of Duminil-Copin, Raou� and Tassion [12]. In Section 3 we
introduce the correspondence between BP and CA and deduce Theorems 1.6,
1.7, 1.9 and 1.10.
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2 Sharpness of the transition

2.1 Linear parametrisation

We �rst seek to prove the following preliminary result, from which Theo-
rems 1.2 and 1.3 will be deduced in Section 2.2.

Theorem 2.1. Let υ be a rates measure and let υp = pυ + (1 − p)δ∅ for
p ∈ [0, 1 + υ({∅})]. This nondecreasing parametrised model has a sharp
transition.

The �rst step is a Russo formula adapted to our situation. We say that
a space-time site (x0, t0) is pivotal for an event A and realisation of the Ux,t
variables, if A occurs for (Ux,t)(x,t)∈Zd+1 , but it does not occur if we replace
Ux0,t0 by ∅.

Lemma 2.2. Let υ be a rates measure and let υp = pυ + (1 − p)δ∅ for
p ∈ [0, 1]. Let An be the event that η10 (n) 6= 0 and set θn(p) = Pυp(An). Then
for all n > 0 and p ∈ (0, 1]

θ′n(p) =
∑
x,t

Pυp ((x, t) is pivotal for An) .

Proof. Fix an i.i.d. random �eld U1
x,t with law υ and i.i.d. random variables

Xx,t uniform on [0, 1] and de�ne

Upx,t =

{
U1
x,t if Xx,t 6 p

∅ if Xx,t > p.

Conditioning on the U1
x,t, we can then proceed as in the proof of the standard

Russo formula (see e.g. [16, Sec. 2.4]). We then average over U1
x,t to obtain

the desired equality.

The next step is to adapt the Duminil-Copin�Raou��Tassion version of
the O'Donnell�Saks�Schramm�Servedio decision tree result (see [12, 26] for
background). It is important to note that the support of υ is not necessarily
binary or even totally ordered, so it is not clear how to adapt [12, Theorem
1.1]. We circumvent this problem by restricting our attention to events rather
than real-valued observables.

Lemma 2.3. Let n ∈ N and A ⊂ U n be an increasing event (w.r.t. the point-
wise inclusion order). Fix a randomised algorithm determining the occur-
rence of A and denote by δi the probability that it reveals the value of the i-th
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up-family. Then

Varυ(1A) 6 2
n∑
i=1

δi · Pυ (i is pivotal for A)

where Var and P are w.r.t. a product measure
⊗n

i=1 υ on U n.

Proof. The result is proved like Theorem 1.1. of [12] (also see Remark 2.2.
there). It su�ces to replace their equation (5) by the fact that if η ∈ U n

and ω ∈ U n di�er only at the i-th up-family, then

|1A(η)− 1A(ω)| 6 1i is pivotal for A(η) + 1i is pivotal for A(ω). (9)

To see this, assume w.l.o.g. that η 6∈ A (if 1A(η) = 1A(ω) there is nothing to
prove). Then replacing ηi by ∅ does not trigger the occurrence of A, as A is
increasing. Hence, either ω 6∈ A and the l.h.s. in Eq. (9) is 0, or i is pivotal
for A and ω, so the r.h.s. is 1.

Our next task is to de�ne a suitable randomised algorithm to which
Lemma 2.3 will be applied.

Lemma 2.4. Fix a parametrised model and p ∈ [p1, p2]. Recall An =
{η10 (n) 6= 0} and θn(p) = Pp(An). For each integer n > 1 there exists a
randomised algorithm determining the occurrence of An such that for every
(x, t) ∈ Zd+1 its revealment probability δx,t satis�es

δx,t 6
2

n

n−1∑
i=0

θi(p).

Proof. Clearly, it su�ces to restrict our attention to the up-families in

S =
{

(x, t) ∈ Zd+1 : |x| 6 r · (n− t), t ∈ [0, n]
}
, (10)

where r is the range of the process. The algorithm proceeds as follows (fol-
lowing [12, Lemma 3.2] and [17, Lemma 7.3]). Select a number k uniformly
at random in {1, . . . , n}. Contrary to [17], we will explore forward in time,
starting from time k. For t ∈ {0, . . . , n − k} denote by ω1(t) the con�gura-
tion with initial condition 1 and up-families U ′x,t = Ux,t+k, where Ux,k are the
up-families in the graphical construction of η. We initialise the algorithm at
t = 0. We explore the state of each Ux,t+k for (x, t + k) ∈ S such that the
currently explored up-families do not allow to conclude that ω1

x(t) = 0 (so, at
the �rst step that is all Ux,k for (x, k) ∈ S). Then we increment t and repeat
the previous operation. Upon reaching t = n− k, if we are able to conclude
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that ω1
0 (n− k) = 0, we terminate the algorithm (since we know by attracti-

veness that η10 (n) 6 ω1
0 (n − k) = 0). Otherwise we reveal all up-families in

S to determine if An occurs and terminate.
Next observe that, conditionally on k, the probability of revealing Ux,t

for (x, t) ∈ S is at most θn−k(p) + 1t>kθt−k(p), the �rst term bounding the
probability that we reach t = n−k without having ω1

0 (n−k) = 0. Averaging
over the law of k, we obtain the desired conclusion.

We are now ready to assemble the proof of Theorem 2.1.

Proof of Theorem 2.1. Fix υ 6= δ∅ and pc > 0 (otherwise the statement is
trivial). Up to linear reparametrisation of the model, we may further assume
that υ({∅}) = 0, p1 = 0 and p2 = 1. Let υp = pυ + (1 − p)δ∅ for p ∈ [0, 1].
This clearly de�nes a nondecreasing parametrised model, since U ⊃ ∅ for all
U ∈ U . De�ne An, θn(p) and S as above (see Lemma 2.4 and Eq. (10)). By
Lemmas 2.3 and 2.4, for all p ∈ [0, 1] we have

θn(p)(1− θn(p)) 6
4

n
Eυp [N ]

n−1∑
i=0

θi(p),

where N is the number of (x, t) ∈ S which are pivotal for An. Then, applying
Lemma 2.2 we get that for p ∈ (0, 1]

θ′n(p) >
nθn(p)(1− θn(p))

4
∑n−1

i=0 θi(p)
.

Fix ε ∈ (0, pc). Observe that for any p ∈ [ε, pc − ε] we have 1 − θn(p) >
υp({∅}) > ε. Thus, we may apply [12, Lemma 3.1] in this interval to get that
either Eq. (2) holds for υp for all p ∈ [ε, pc− ε), or there exists p ∈ (ε, pc− ε)
such that θ(p) > 0. However, the latter contradicts the de�nition of pc,
Eq. (6). Since Eq. (2) is trivial for υ0 = δ∅, we have established Eq. (2) for
υp for all p ∈ [0, pc).

Finally, it remains to derive Eq. (3). Starting from a �nite set A, the only
sites which may be in state 1 at time t are those at distance at most rt from
a site in A. Hence, taking the union bound of Eq. (2) over these sites and
using attractiveness, we get that for all p ∈ [0, pc)

Pυp
(
ηA(t) 6= 0

)
6 |A|rtmax

x∈Zd
Pυp
(
ηAx (t) 6= 0

)
6 C|A|rte−ct 6 C ′|A|e−c′t

for a suitable choice of C ′, c′ > 0 depending on p, yielding Eq. (3).
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2.2 Parametrisations

With Theorem 2.1, we are in position to conclude the proof of Theorem 1.2.

Proof of Theorem 1.2. Let υ be in the interior of the set of absorbing at-
tractive PCA such that δ0 is their unique invariant measure, denoted by
Int(S). Clearly, we cannot have υ({∅}) = 0, since in that case δ1 is in-
variant. Therefore, we may consider the linearly parametrised model υp =
pυ + (1 − p)δ∅ for p ∈ [0, 1 + υ({∅})]. Since this parametrised model is
absorbing and υ1 ∈ Int(S), necessarily pc > 1. But then Theorem 2.1 yields
Eqs. (2) and (3) for υ = υ1.

Similarly, assume that δ0 is the unique invariant measure of the υ-PCA,
but not necessarily υ ∈ Int(S). Then Theorem 2.1 gives that pc > 1, so that
Eqs. (2) and (3) hold for any p < 1. Then Proposition 2.5 below allows us
to conclude that υp ∈ Int(S) for p ∈ [0, 1) and conclude that υ ∈ Int(S).

Proposition 2.5. The set of attractive absorbing PCA for which there exist
c, C > 0 so that Eq. (2) holds for all t > 0 is open.

Proof. We use a standard renormalisation argument. Fix υ such that Eq. (2)
holds for some c, C > 0 and let ε > 0 small enough to be chosen later.
Partition Zd+1 into the boxes Bx,t = (xL, tL) + [0, L)d+1 for some large L
to be chosen later. Let Bx,t denote the event that the υ-PCA with initial
condition 1 and up-family �eld translated by −L(x, t) is 1 for some (y, s) ∈
[0, L)d× [L− r, L). By Eq. (2) and the union bound we have that for L large
enough Pυ(Bx,t) < ε for any (x, t) ∈ Zd+1. Moreover, Bx,t only depends on
the up-families Uy,s for (y, s) ∈ Bx′,t′ with (x′, t′) at distance at most r from
(x, t).

Fix an attractive absorbing PCA ν su�ciently close to υ (depending on
ε and L). Then we can couple the corresponding up-family �elds Uy,s and
U ′y,s, so that they di�er with small probability and independently for each
(y, s) ∈ Zd+1. We say that the box Bx,t is bad if Bx,t occurs or there exists
a site y, s at distance at most rL from Bx,t such that Uy,s 6= U ′y,s. By the
well-known Liggett�Schonmann�Stacey theorem [21] the good boxes stochas-
tically dominate a product measure with density of bad boxes approaching
1 if we choose ε small enough.

Finally, we consider oriented percolation of bad boxes with range r and
observe that if a box does not belong to a bad connected component reaching
time 0, then the state at its top boundary is necessarily 0 in both the υ and
the ν-PCA with initial condition 1. Indeed, if the box Bx,t itself is not bad
that is enough by de�nition of bad, boxes, while otherwise we can proceed
by induction. Namely, we observe that if the state of all boxes By,t−1 for
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‖x − y‖∞ 6 r are good, then the their top boundaries are in state 0 and
no absorbing PCA of range r can reach a nonzero state at the top of Bx,t,
starting from that.

We can then conclude that Eq. (2) holds for ν (and di�erent c, C > 0),
since in highly subcritical independent percolation of range r the size of
clusters has this exponential decay property (e.g. by Corollary 1.5, which
was a consequence of Theorem 2.1 without going through Theorem 1.3).

Our next goal is to prove Theorem 1.3. We will deduce this from the
speci�c case, Theorem 2.1, and the following result.

Lemma 2.6. Let (υp)p∈[0,1] be a strongly increasing parametrised model.
Then there exists c′ > 0 such that for all p ∈ (0, 1] there exists ε > 0 such
that for all p′ ∈ [1 − ε, 1] it holds that νp′ := p′υp + (1 − p′)δ∅ stochastically
dominates υp−(1−p′)/c′.

Proof. Notice that for any down-system D ∈ D\{∅,U } the desired inequa-
lity νp′(D) 6 υp−(1−p′)/c′(D) is an equality for p′ = 1. Therefore, it su�ces
to show that the derivatives satisfy the inverse inequality:

υp(D)− 1 = ν ′p′(D) >
∂υp−(1−p′)/c′

∂p′
(D) =

υ′p−(1−p′)/c′(D)

c′
(11)

in the neighbourhood of p′ = 1.
If υp(D) = 1, we may conclude directly by the fact that the parametrised

model is nondecreasing. Otherwise, recalling Eq. (5) and setting c′ = c/2,
we have

υ′p−(1−p′)/c′(D)

c′
6 2

(
υp−(1−p′)/c′(D)− 1

) p′→1−−−→ 2 (υp(D)− 1) < υp(D)− 1.

Hence, for p′ su�ciently close to 1, Eq. (11) does hold for all D ∈ D\{∅,U },
since D is �nite.

Proof of Theorem 1.3. Consider a strongly increasing parametrised model
(υp)p∈[p1,p2]. Up to linear reparametrisation, we may assume that p1 = 0, p2 =
1. We further suppose that pc > 0, as otherwise there is nothing to prove.
Fix p ∈ (0, pc) and set νp′ = p′υp + (1 − p′)δ∅ for p′ ∈ [1 − ε, 1], where ε is
from Lemma 2.6. Let p′c denote the critical value of this parametrised model.
Then Theorem 2.1 shows that Eqs. (2) and (3) hold for νp′ for p

′ < p′c. By
Lemma 2.6 and the fact that (υp)p∈[0,1] is nondecreasing, it su�ces to prove
that p′c = 1. But this is clear, because the de�nition of pc gives that δ0 is the
unique invariant measure for υp = ν1.
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3 Bootstrap percolation and cellular automata

3.1 The correspondence

It was noticed already by Schonmann [28] that standard oriented site perco-
lation, instead of a one-dimensional PCA or a two-dimensional percolation,
can be viewed as a two-dimensional BP with an i.i.d. initial condition. This
was exploited in [17] and extended to GOSP subsequently studied in [19]. We
now show that this correspondence in fact extends to all attractive PCA.4

Proposition 3.1 (BP�CA correspondence). Consider an attractive CA with
υ = δU for some U ∈ U . Let η̃ be its version with death with rates measure
υ̃ = pυ + (1− p)δ∅ for some p ∈ [0, 1]. Let Ux,t be the up-family �eld used to
construct the υ̃-PCA. De�ne the d+ 1-dimensional up-family

X = {R \D : D ∈ ΩR \ U} . (12)

Consider the BP process ω de�ned by the update family X with initial con-
dition (1Ux,t=∅)(x,t)∈Zd+1. De�ne its closure

C =
{

(x, t) ∈ Zd+1 : ∃s ∈ {0, 1, . . . }, ω(x,t)(s) = 1
}

(13)

and the con�guration C0 = (Zd × {−r, . . . ,−1}) \ C. Then for all t > 0

η̃C0(t) = {x ∈ Zd : (x, t) 6∈ C} (14)

and this is a version of the stationary υ̃-PCA at its upper invariant measure,
that is, the limit as t→∞ of the law of η̃1(t). In particular, C = Zd+1 a.s.
if and only if δ0 is the unique invariant measure of the υ̃-PCA.

Moreover, the map U ↔ X is a one-to-one correspondence between d-
dimensional attractive CA and d+1-dimensional BP with update family con-
tained in the lower half-space Zd × {−1,−2, . . . }.

Proof. The bijectiveness follows from the fact that the double complement
map U 7→ {R\D : D ∈ ΩR \U} is an involution of the power set of ΩR, since
the two complements commute and each of them is an involution.

Fix an attractive CA and its corresponding BP as in the statement. Let
us �rst verify Eq. (14). By induction on t, it su�ces to verify this for t = 0.

By de�nition (x, 0) ∈ C i� Ux,0 = ∅ (this is the initial condition of ω)
or there exists a minimal s > 0 such that ω(x,0)(s) = 1. The latter, happens
i� R \ (ω(s − 1) − (x, 0)) 6∈ U and ω(x,0)(s − 1) = 0. Hence, (x, 0) ∈ C i�

4We refer the reader to [20] for a related correspondence between PCA and equilibrium
statistical mechanics models.
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Ux,0 = ∅ or R ∩ (C0 − (x, 0)) 6∈ U . But this is equivalent to η̃C0
x (0) = 0 by

de�nition, so Eq. (14) indeed holds.
Thus, 1 − 1C is a trajectory of the υ̃-PCA. Moreover, its law is clearly

invariant by translation in Zd+1, so the process η̃C0 is stationary. It remains
to verify that this corresponds to the upper invariant measure. To see this it
su�ces to prove that

1− ω(x,s)(t) > η̃1x(s) (15)

for all (x, t, s) ∈ Zd × {1, 2, . . . }2 such that s > rt, since 1 − 1C is the
decreasing limit of 1−ω(t). Notice that 1−ω(x,s)(t) in fact only depends on
the initial condition of ω for (y, u) ∈ Zd × {0, . . . , s}, since s > rt. De�ne
the closure C ′ as in Eq. (13) with the process ω′ de�ned like ω but with
initial condition 1Uy,s=∅ for (y, u) ∈ Zd × {0, . . . , s} and 0 elsewhere. Then
in fact 1− ω(x,s)(t) = 1− ω′(x,s)(t) > 1− 1(x,s)∈C′ = η̃1x(s). The last equality

is Eq. (14) applied to a suitable choice of initial condition (which we may
choose freely, since the relation is deterministic and not just a.s.). Thus,
Eq. (15) is established and the proof is complete.

Amusingly, since BP is an attractive CA, one can iterate this correspon-
dence. As an example, consider the 0-dimensional CA with no memory given
by the identity map 0 7→ 0; 1 7→ 1 (there are four 0-dimensional CA without
memory�the identity, the constant 0, the constant 1 and a non-attractive
one). It is clearly not an eroder, since 0 does not become 1. Its corresponding
1-dimensional BP model is East-BP, which makes the right neighbour of a
1 also 1. When applying the correspondence a second time, we obtain the
North-East-BP model (up to a linear transformation of the lattice), which is
equivalent to standard oriented site percolation.

Proposition 3.2. The correspondence of Proposition 3.1 extends to a one-
to-one mapping from the set of all d-dimensional attractive PCA (death may
be integrated directly into υ) to d + 1-dimensional inhomogeneous BP with
0 initial condition and update families measure χ supported on the set of
update families contained in the lower half-space (deaths corresponding to
∅ ∈ Xx). Namely, χ is the image of υ via the mapping U 7→ X of Eq. (12)
and vice versa. Then the same conclusions still hold (Eq. (14) and it being a
stationary υ-PCA at its upper invariant measure).

The proof is identical to the one of Proposition 3.1 and therefore omitted.

3.2 Proof of Theorems 1.6 and 1.7

Fix a BP ω with update family X contained in a half-space. Up to an
invertible linear transformation of the lattice, we may assume that this is the
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lower half-space and denote by υ = δU the corresponding attractive CA via
Proposition 3.1. The proposition gives us that qc in Eq. (7) for X is in fact
equal to 1 − pc with pc from Eq. (6) for the υ̃-PCA with death rate 1 − p.
Theorem 2.1 applies to the υ̃-PCA, so Eq. (2) holds for p < pc.

Applying Eq. (14) to the initial condition equal to 1Ux,t=∅ for t > 0 and 0
otherwise and denoting C ′ the corresponding closure, we get that η̃1x(t) = 1 i�
(x, t) 6∈ C ′. Hence, for p < pc there are c, C > 0 such that for all (x, t) ∈ Zd+1

Pυ̃ ((x, t) 6∈ C ′) = Pυ̃
(
η̃1x(t) 6= 0

)
6 Ce−ct.

Denote by ω′ the X -BP with the above initial condition. Then, (x, t) 6∈ C ′
i� ω′(x,t)(t) = 0, since, by induction on t, the ω′ process becomes statio-

nary in Zd × {0, . . . , t} after t steps. Finally, since ω′(x,t)(t) 6 ω(x,t)(t) by
attractiveness, the proof of Theorem 1.6 is concluded. Theorem 1.7 is proved
identically in view of Proposition 3.2.

3.3 Proof of Theorems 1.9 and 1.10

Fix an attractive CA υ = δU and let X be its corresponding BP update
family via Proposition 3.1. Consider a con�guration ξ with �nitely many 0s.
Applying Eq. (14) to this initial condition and its closure C, we get that if
U is not an eroder, then X is supercritical. Inversely, if X is supercritical,
considering the intersection of the closure of a �nite initial set with in�nite
o�spring and a horizontal strip of width r (which is clearly �nite), we similarly
obtain from Eq. (14) that U is not an eroder.

Furthermore, Proposition 3.1 grants that X is subcritical i� U has at least
two invariant measures when the death rate 1 − p is small enough. Thus,
Theorem 1.9 is equivalent to Theorem 1.10 restricted to two-dimensions and,
inversely Theorem 1.9 without restrictions on the dimension is equivalent to
Theorem 1.10.

Hence, Theorem 1.10 follows from Theorem 1.9, which is valid in all
dimensions [33, Theorem 5]. Turning to Theorem 1.9 in one dimension, in
order to avoid a circular reasoning, we recall from Section 1.4 that by [4, 9]
it su�ces to verify the following fact, which we prove for completeness (see
[33, Theorem 6] or [32, Theorem 3]).

Lemma 3.3. Fix a d-dimensional update family X contained in a half-space.
Then for any u ∈ Sd−1 the set of stable directions v ∈ Sd−1 such that 〈u, v〉 <
0} is either empty or has a nonempty interior. Moreover, if d = 2 and there
is no open semicircle of unstable directions, then there exist two opposite
directions in the interior of the set of stable directions.
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Proof. Let e1, . . . , ed denote the canonical basis of Rd+1. For concreteness
let us assume that the family is contained in the upper half-space {x ∈ Rd :
〈x, ed〉 > 0}. It is not hard to see from the de�nition (see [9, Remark 3.3])
that the set of stable directions can be written as a �nite intersection of �nite
unions of closed hemispheres containing the direction ed in their interior.

Clearly, any closed hemisphere contains the geodesic between any of its
points and any point in its interior. Therefore, for any stable direction the
geodesics to a neighbourhood of ed consist of stable directions. Hence, the set
of stable directions is the closure of its own interior. The general conclusion
then follows immediately.

In two dimensions, matters are simpler. We already established that
stable directions form a connected closed set, that is, a closed interval of S1.
Depending on whether it is smaller or larger than a semicircle, this gives the
desired conclusion.

To conclude, let us mention that, given opposite stable directions provided
in Lemma 3.3, the renormalisation argument sketched in [4] proceeds as
follows. Divide the plane into large rhombi in the usual way, so that their
sides are close to being perpendicular to these directions. Then perform
renormalisation, saying that the rhomubs is good if it is initially in state
0 for the X -BP, which happens with high probability if the parameter q is
small. Then it su�ces to verify that an in�nite oriented path of good rhombi
will remain in state 0 forever, which follows from the suitable choice of their
geometry.

4 Further directions

To conclude, let us mention a few directions for further work.
Firstly, in view of Theorems 1.1 and 1.2, one would naturally like to know

what happens in the cooperative survival phase. That is the interior of the
set of absorbing attractive PCA υ such that Pυ(∀t > 0, η{0}(t) 6= 0) = 0 and
with more than one invariant measure. We are aware of no results in this
direction. For instance one may expect the following to be true.

Question 4.1. For an attractive PCA υ in the cooperative survival phase
does one have exponential convergence to the upper invariant measure star-
ting from the 1 initial condition? Equivalently, in the corresponding inhomo-
geneous BP, does the truncated infection time have an exponential tail, that
is, setting τ0 = inf{t > 0 : η0(t) = 1}, do we have

lim sup
t→∞

logP(τ0 > t|τ0 <∞)

t
< 0?
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For models, such as the Toom rule with death, for which one can prove
that they are in the cooperative survival phase, this follows from the corre-
sponding proof, but we rather ask for non-perturbative results valid throug-
hout the phase.

It would also be very interesting to obtain an analogue of Theorem 1.2
for PCA with a unique invariant measure not necessarily equal to δ0. See
[22,31] for progress in this direction under other conditions.

Furthermore, it is natural to seek to extend Theorems 1.2 and 2.1 to
continuous time absorbing attractive interacting particle systems with single
spin �ips. In the case of the contact process this is a well-known result of
Bezuidenhout and Grimmett [8] (also see [29]).

Finally, in the light of the BP�PCA correspondence of Propositions 3.1
and 3.2, can one transfer more interesting information between the two set-
tings?
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Subsequent developments Since the submission of this manuscript se-
veral particularly related works have been completed and call for comment.

Firstly, as expected, BP universality was extended to higher dimensions
by Balister, Bollobás, Morris and Smith. In particular, [3] established that
update families such that every open hemisphere contains an open set of sta-
ble directions is subcritical. One may recover Theorem 1.9 in any dimension
(this result in any dimension is exactly the content of [33]) from [3, Corollary
1.6] in the same way that we deduced Theorem 1.9 from [4, Theorem 9]. Ho-
wever, the multiscale renormalisation of [3] is arguably more complex than
the Peierls argument of [33] (see also [30]), making this alternative proof less
appealing. Similarly, when restricted to families X contained in a half-space,
[3] gives an alternative proof of the most di�cult part of Theorem 1.10.

Secondly, based on a recent generalisation of Toom's approach due to
Swart, Szabó and Toninelli [30], Szabó and the author [18] gave an alterna-
tive proof of the main result of [3] cited above not necessarily restricted to
families contained in a half-space, unlike Theorem 1.10. To that end they
employed a connection between PCA and BP complementary to the one of
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Proposition 3.1. Moreover, using both connections simultaneously, they es-
tablished improved quantitative bounds in Toom's setting of CA with death.
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