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Abstract We analyze high resolution slip rate data obtained during dynamic shear rupture experiments by
Berman et al. (2020), https://doi.org/10.1103/physrevlett.125.125503. We use an inverse method to extract the
details of strength evolution within the cohesive zone. The overall behavior is slip-weakening at high rupture
speeds (>0.76Cg, where Cy, is the Rayleigh wavespeed), but non-monotonic at low rupture speeds (<0.76Cy),
with a transient increase after an initial strong weakening. The slower ruptures are associated to more weakening
in the cohesive zone. The fraction of breakdown work associated to the initial weakening, immediately behind
the rupture tip, matches the fracture energy estimated by independent methods, but the total breakdown work
can be much larger than fracture energy. Complex stress evolution in the cohesive zone is compatible with a
well-defined fracture energy that explains rupture tip propagation, but the complexity is reflected in local slip
rates that will impact radiated waves.

Plain Language Summary Ground motion during earthquakes is determined by the dynamics of
fault slip at the earthquake source. An attractive approach to understand how faults slip and eventually generate
seismic waves is to consider tectonic faults as thin fractures that propagate in an elastic material, so that existing
knowledge on engineering fracture mechanics can be applied. This approach can be tested in the laboratory, and
is typically shown to be successful. Here, we analyze recent laboratory data that show interesting departures
from classical theory, and specifically determine the details of stress evolution during the slip propagation
process. This analysis reveals that in some circumstances (here, for slow ruptures) the stress evolution is more
complex than anticipated, which explains why the observed slip rate is markedly different from classical
predictions. We show that this complexity is not necessarily incompatible with other predictions from fracture
mechanics, notably in terms of energy balance.

1. Introduction

Can we use the theory of linear elastic fracture mechanics (LEFM) to describe earthquakes? This question has
received considerable attention over the past decades, not least because LEFM provides tools to reduce the
complex problem of earthquake propagation and arrest to that of an (hopefully simpler) energy balance problem
that yields a so-called “rupture tip equation of motion” (e.g., Husseini, 1977). Historically, earthquake sources
have been modeled using LEFM (e.g., Kostrov, 1966; Madariaga, 1977; Freund, 1979, among many others),
whereby the sliding region of an expanding rupture is assumed to sustain a uniform stress, and the potential
nonlinearities occurring at the rupture tip where stress drops from a possibly finite peak strength to a constant
residual are lumped into a scalar quantity called fracture energy. This description is only valid if the small-scale
yielding hypothesis is satisfied, that is, if the nonlinear region, also called the cohesive zone, is small compared to
the total rupture size, and if no further changes in strength occur beyond the cohesive zone. Models that include a
complete description of the cohesive zone are formally equivalent to LEFM in this case (e.g., Ida, 1972; Palmer &
Rice, 1973; Rice, 1968).

However, it is not obvious a priori that the small-scale yielding hypothesis is correct for earthquakes (e.g.,
Kammer et al., 2023), or more generally for shear ruptures in materials, and if it is sufficient to describe most
aspects of rupture dynamics. Indeed, the details of the strength degradation along faults are challenging to access.
Only limited information can be accessed from seismological records, because of sparse data coverage, limited
frequency bands and physical trade-offs between dynamic quantities (e.g., Olsen et al., 1997; Peyrat et al., 2001;
Tinti et al., 2005; Ruiz & Madariaga, 2011). Laboratory experiments that reproduce rupture propagation with
extensive instrumentation have a good potential to constrain dynamic stress changes during shear ruptures. It has
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been shown that LEFM is good model for the onset of slip at interfaces between elastic bodies (e.g., Svetlizky
et al., 2019), in the sense that it correctly predicts rupture tip stress fields (e.g., Kammer & McLaskey, 2019;
Svetlizky & Fineberg, 2014) and the motion of the rupture tip (e.g., Bayart et al., 2016; Ben-David et al., 2010).
Despite this success, in most laboratory experiments the cohesive zone remains elusive: it is typically small (from
mm to cm) and transient (duration of the order of microseconds), and can only be observed if stress measurements
are made directly on the fault, or extremely close to it (typically at distances much smaller than the cohesive zone
size itself; see Text S1 in Supporting Information S1). Most experimental data are not able to resolve any
cohesive zone detail because measurements are made at some distance from the fault plane (e.g., Johnson &
Scholz, 1976; Ohnaka et al., 1987; Okubo & Dieterich, 1984; Svetlizky & Fineberg, 2014). A few recent
experimental studies where some details of the stress evolution could be resolved (e.g., Kammer & McLas-
key, 2019; Paglialunga et al., 2022; Rubino et al., 2017) show that the cohesive zone can be more complex than
previously assumed.

Experimental work by Paglialunga et al. (2022) showed that multistage weakening can lead to the existence of
several fracture energy values, appropriate for different stages of the rupture process. Using full-field imaging
techniques during dynamic rupture experiments, Rubino et al. (2022) showed that slip between elastic blocks
occurs in bursts with highly variable slip rate and traction evolution, which is at odds with the crack-like ruptures
typically expected in the LEFM approximation. The slip rate evolution along the fault is what determines near
field strong motion and overall earthquake source-time functions, and it is thus important to determine if and how
slip rate variations arise during dynamic fault motion.

In arecent study, Berman et al. (2020) reported slip rate data obtained during spontaneous dynamic propagation of
shear cracks along a preexisting interface in Polymethylmethacrylate (PMMA). In their original paper, both
LEFM and a simple cohesive zone model (a monotonically decreasing strength behind the rupture tip) were used
to interpret the data. Their main conclusion was that LEFM predictions are a good match to slip rate data
measured in fast ruptures, Cy > 0.8Cg, where C; is the rupture speed and Cy, is the Rayleigh wave speed, and that a
simple regularization of the LEFM tip singularity by the cohesive zone model

() = (5 — 1) +1, (1)

produces a good match to the entire slip rate evolution behind the tip. In Equation 1, , refers to the peak strength
and 7, denotes the residual strength of the interface, x is the along-fault coordinate, and the quantity x, is the
characteristic size of the cohesive zone.

However, neither LEFM nor Equation 1 produced a satisfying match to slip rate data obtained in “slow” ruptures,
C; <0.8CR, despite the overall good match of LEFM with “far-field” strain data. The complexity in slip rate
evolution (Figure 4 of Berman et al., 2020) clearly calls for an equally complex strength evolution within the
cohesive zone.

Here, we use Berman et al.’s high resolution slip rate data in an inverse problem to determine the cohesive
strength. This approach allows us to systematically explore the features of the cohesive strength that produce the
observed slip rate, and determine the key differences between slow and fast ruptures. In addition, we use our
estimate of strength evolution to determine the energy dissipation (specifically, the breakdown work (Tinti
et al., 2005)), and compare it with independent estimates of fracture energy. Overall, we find that slow ruptures
tend to have a complex stress evolution, which includes substantial strengthening. Despite that complexity, the
breakdown work matches well with the elastically inferred fracture energy. Thus, LEFM seems to be a good
approximation in terms of energy balance, but cohesive zone complexity leads to clear differences in local slip
rate evolution.

2. Method

The data used are the slip rate profiles and rupture speeds from Berman et al. (2020) determined by optical
methods during dynamic ruptures running along a PMMA interface. In their experiments, Berman et al. (2020)
sheared a narrow (5.5 mm) slab of PMMA (length 150 mm) on top of a PMMA base, and determined rupture tip
position and speed by optically imaging the real area of contact between the blocks. An array of strain gauges
positioned 3.5 mm away from the surface was used to measure dynamic strains (and obtain fracture energy of each
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rupture), and a dedicated optical interferometer was developed to measure slip and slip rate on a small patch
(5§ mm in length) along the fault. Details of the experimental setup and measurement methods are given in the
original work of Berman et al. (2020). Note that Berman et al. (2020) report their results in terms of particle
velocity v,, which ought to be multiplied by 2 to obtain the slip rate.

The material surrounding the interface is assumed to be linear elastic. We are only interested in the near-tip
region, and thus consider the approximation where the rupture is semi-infinite, that is, the other rupture tip is
far, driven by a negligible stress drop. We also follow the original analysis of Berman et al. (2020) and assume the
rupture is locally at steady-state (constant rupture speed). Elastodynamic equilibrium implies a relationship
between slip rate V and shear stress 7 in the rupturing patch (e.g., Viesca & Garagash, 2015):

__E [TV
() — 7 = FCf y E- xdf, 2

where x is the position along the rupture (x = 0 at the tip), 7}, is the background stress, and j is a modified shear
modulus that depends on the rupture speed C;. In mode II, we have (Rice et al., 2005)

_ o dasay — (1 + af)z
F=10% aj(1—a2) ®)

where a g = 4/1 — (Cf/ Cs,d)z, with C; and Cy the S and P wave speeds of the surrounding material.

It is tempting to use Equation 2 directly, using the slip rate obtained in the experiments and computing the integral
to obtain the shear stress. However, this strategy is impractical: The upper integration bound should extend to
infinity, but the slip rate data only span a narrow region near the tip, so the integral cannot be computed unless we
severely extrapolate the slip rate data. The alternative strategy used here is to determine z(x) via an inverse
method.

We assume 7(x) to be a piece-wise linear function, parameterized by its value 7; at a set of fixed positions x;
(i =0,...,N), valid for x € (0, +o0):

T+ (5 = 1m) (0= xm) /(5 — ximp) i X € [y, 5],
(x) = ] 4
Ty if x> xy,

where x, = 0 and xy is the maximum position where slip rate was recorded. The shear stress 7 is imposed at all
positions beyond xy, which means that 7y is a constant residual stress. To ensure consistency with the semi-
infinite crack approximation, the residual stress 7y is imposed equal to the background stress 7,. The un-
knowns of our problem are thus the values of z; at all positions x;.

As our forward problem, we use the stress evolution (Equation 4) to compute the associated slip rate from
(Equation 2), which can be done numerically using Gauss-Chebyshev quadrature (Viesca & Garagash, 2018). The
inverse problem is solved by the quasi-Newton method (Tarantola, 2005). The details of the inversion procedure
are given in Text S2 in Supporting Information S1. For each slip rate profile, we obtain a mean model (in the least
squares sense) for the best-fitting shear stress profile. Synthetic tests show that the results are not sensitive to the
detailed choice of rupture tip position, and that the inverted shear stress profile is only constrained up to a
constant, uniform background (see Text S3 in Supporting Information S1).

3. Results

Representative examples of slip rate fits and corresponding shear stress are given in Figure 1. As originally
reported by Berman et al. (2020), there is a clear difference between slow (Cf < 0.76CR) and fast cracks: slow
ruptures tend to be associated with nonlinear and nonmonotonic traction evolution. The two slip rate peaks
occurring during slow ruptures appear to be linked to a two-stage weakening, with an initial rapid stress drop,
followed by a slower decay. The increase in slip rate at some distance from the tip is explained by a stress rebound
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Figure 1. Examples of shear stress evolution inverted from slip rate profiles.
(strengthening). By contrast, fast ruptures are associated to very simple traction evolution, a monotonic, almost
linear weakening behavior with constant residual stress.
The shear stress profiles along the crack can be plotted as a function of slip (Figure 2). The behavior is different
between slow and fast cracks, with slow ruptures associated with restrengthening at around 8 pm slip. In those
slow ruptures, the shear stress peaks at about 3 MPa above the background stress, then drops below 7, (i.e., strong
dynamic strength drop), and finally recover. At large slip, the strength approaches a constant as the interface
gradually restrengthens, but it is not certain that a constant residual is achieved fully. One important feature of the
slip rate evolution, the existence of a first peak followed by a second, more gradual “bump”, is specifically caused
slow ruptures, Cr < 0.76Cr fast ruptures, Cy > 0.76Cr
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Figure 2. Shear stress evolution vs. slip obtained from inversion of slip rate profiles.
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Figure 3. Typical slip rate profile obtained from two successive weakening stages in a semi-inifinite, dynamically progating
crack solution (Equation 2). The background stress is assumed equal to the residual strength. The strength decreases sharply
from a peak value 7, down to 7,/2 over a distance x./ 10, and then decreases slowly down to the residual at a distance x, from
the tip (inset). The dashed line shows the slip rate obtained from the linear elastic fracture mechanics limit with a fracture energy
consistent with the slip-weakening behavior. For comparison, the slip rate associated to a single linear weakening stage (with
the same fracture energy) is shown in red.

by the presence of two weakening stages: An initial rapid weakening, typically occurring over the first 1 pm of
slip followed by a more gradual one, as can be confirmed by independent forward simulations (Figure 3).

By contrast, consistently with the original work of Berman et al. (2020), the slip rate during fast ruptures is
explained by a monotonic decay of strength and stabilization to a constant residual. The details of stress evolution
revealed by the inversion method show that one of the fast ruptures (at Cy/ Cg = 0.87) also includes a short, fast
initial weakening stage within the first 0.5 pm of slip (Figure 2). This indicates that the two-stage weakening
might persist even at high rupture (and slip) velocities, but might be less visible due to a vanishing difference
between the two stages.

An interesting quantity that can be computed from the stress evolution is the so-called “breakdown work” (e.g.,
Tinti et al., 2005). For nonmonotonic shear stress versus slip behavior, the breakdown work can be defined as

5
Egp = f 2(8") = Tpindd’, (5)
0

where 7., is the minimum stress reached in the interval (0,5). The breakdown work is (by this definition) an
increasing function of cumulated slip. We observe a stabilization of breakdown work for fast ruptures (Figure 4a).
For slow ruptures, the breakdown work reaches a plateau when restrengthening occurs (at around 8 pm slip), and
keeps increasing beyond that point: there is more dissipation away from the crack tip.

We can also use the breakdown work to estimate the fracture energy I'. For slip-weakening cohesive laws with a
well-defined residual, the fracture energy is the limit of Epp at large slip (Palmer & Rice, 1973). For non-
monotonic cohesive law, we may identify I with the “near-tip” dissipation, that is, the fraction of Egp that is
associated with the initial weakening, down to the minimum stress achieved along the crack. The fracture energy
estimated this way (Figure 4b) is of similar magnitude and decreases with increasing rupture speed in a similar
way to that determined by Berman et al. (2020) based on strain gauge data fitted to a singular crack tip stress field
(their Figure S4).

4. Discussion and Conclusions

The present analysis brings quantitative constraints to the main result obtained by Berman et al. (2020): slow
ruptures are characterized by slip rate profiles that are markedly different from the predictions of LEFM and from
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Figure 4. (a) Energy dissipation, and (b) estimate of fracture energy from the inverted shear stress evolution. The dashed
portions of curves in (a) correspond to the restrengthening phase of the stress-slip evolution. Black dots in (b) correspond to
fracture energy estimated using the inverted stress-slip curves, pink and orange dots are independent estimates made by
Berman et al. (2020) based on strain gauge measurements (fitting of stress variations during rupture assuming singular
rupture). The two colors correspond to two experiments conducted in the same conditions.

simple weakening cohesive laws. Indeed, for ruptures where C; < 0.76Cy, the inversion procedure shows that
shear stress initially decreases, reaches a minimum, but increases again. This observation is systematic, and
different from what happens in fast cracks. In addition, the presence of two separate slip rate peaks shows that
weakening occurs in two stages, with an initial abrupt drop followed by a slower decrease (confirmed by sim-
ulations, see Figure 3).

A two-stage weakening was already inferred from near-fault stress measurements in similar experiments by
(Paglialunga et al., 2022), but its impact on slip rate in the cohesive zone is now clearly measured. The physics of
weakening in PMMA is obviously different from that in rocks in natural fault zones, but multi-stage weakening is
a likely possibility in natural earthquakes due to existence of a series of weakening processes, from flash heating,
thermal pressurization (e.g., Noda et al., 2009; Viesca & Garagash, 2015), thermal weakening (e.g., Harbord
et al., 2021; Hirose & Shimamoto, 2005), coupled to fluid dilatancy and diffusion effects (Brantut, 2021). As
predicted by LEFM, the effect of two-stage weakening is restricted to the cohesive zone, and the expected
classical solution (with a decay proportional to 1/ \/x——xtip ) should emerge at large distances to the tip (Figure 3,

dashed lines). In the data set from Berman et al., the slip rate for slow ruptures is different from that limit due to a
restrengthening effect.

The cause of strengthening in the cohesive zone at low rupture speed is not clear. Polymethylmethacrylate has a
very low melting temperature (only around 120 K above ambient temperature), and it is possible that local melting
at asperity contacts occurred during the tests reported by Berman et al. (2020). In rocks, the onset of melting during
high velocity friction tests is often associated with a transient strengthening, leading to the so-called “viscous
break” effect (Hirose & Shimamoto, 2005); this process might have occurred in the PMMA experiments. Such
nonmonotonic strength evolution was not observed in similar rupture experiments conducted in Homalite (Rubino
etal., 2017), which displayed only monotonic weakening with ongoing slip that could be explained quantitatively
by flash heating (Rice, 2006). By contrast, recent work on fault gouge by (Rubino et al., 2022) also showed slip-
strengthening behavior at low slip rate. Thus, it is likely that the details of the cohesive zone exhibited here are
material-dependent or microstructure-dependent. For natural earthquakes, strength recovery at some distance from
the rupture front could occur due to late-stage melting (viscous break effect) or strength recovery due to the
decrease in slip rate as would be predicted by flash heating (e.g., Harbord et al., 2021). Such restrengthening may
have important consequences for the dynamics of rupture and earthquake scaling laws (e.g., Gabriel et al., 2024).

One counterintuitive aspect of the strength evolution inverted from slip rate data is that more weakening is
observed during slow rupture compared to fast ruptures (Figure 2), which translates into more weakening at low
slip rate (Figure 5). The shear stress evolution within the cohesive zone can be interpreted qualitatively in terms of
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Figure 5. Cohesive zone stress evolution as a function of slip rate.

a competition between the so-called “direct effect” in rate and state friction (Dieterich, 1979; Ruina, 1983), which
produces an instantaneous strengthening upon slip acceleration, and the evolution of one or several internal state
variables that characterize the microstructure of the interface, which here produce weakening. An analysis of
shear crack propagation with rate-and-state friction as constitutive law in the cohesive zone, given by Gara-
gash (2021), demonstrates that one expects increasing strength drop and larger fracture energy with increasing
rupture speed, in contrast to the observations of Figures 4 and 5. Therefore, the conventional rate-and-state
framework (with a single state variable) is not a priori consistent with the PMMA experiments. A few possi-
bilities might be envisioned to explain the data. There might exist a true threshold in slip rate (and hence in rupture
speed) above which the frictional behavior of PMMA changes character, which could be consistent with flash
heating or frictional melting (as reported originally by Berman et al. (2020)). This option is akin to modeling
friction in the cohesive zone with two or more state variables, each having independent dependencies on slip and
slip rate, possibly activated by temperature. There might also be an effect of prior state, whereby fast ruptures tend
to occur along interfaces that experienced less contact healing (i.e., the initial strength is far from steady state). In
this case, one would expect an effect of the particular rupture sequence in the experiments, which was not
documented by Berman et al. (2020).

The details of the cohesive zone revealed by the inverse model illustrate a crucial phenomenon in fracture me-
chanics that could be overlooked if we focus only on the local friction law of the material: more weakening in the
cohesive zone does not necessarily imply faster rupture speeds. Here, the opposite is observed. This observation
can be explained by considering that the fracture energy associated with slower events seems larger than, or at best
of similar magnitude to, that associated to faster events (Figure 4). We thus observe directly the disconnect
between the details of the weakening in the cohesive zone and fracture energy, which is an integrated quantity that
drives rupture propagation and is insensitive to such details. The complex cohesive law is not in contradiction
with the existence of a well-defined fracture energy and LEFM behavior at scales much larger than that of the
cohesive zone.

It is difficult to make a clear sense of the breakdown work as defined in (Equation 5) beyond the minimum stress
achieved in the cohesive zone (Figure 4a, dashed lines): this energy keeps increasing with increasing slip, and we
see a clear disconnect between the fracture energy that drives the rupture (edge-localized dissipation) and the
overall dissipation in the interior of the growing rupture. What cannot be addressed with the existing dataset is
whether the stress would continue to rise well beyond the tip region, or if more weakening occurs. The stress
evolution away from the rupture tip contributes to the energy release rate and thus to the overall dynamics of
rupture, especially during rupture arrest (e.g., Paglialunga et al., 2022).

In conclusion, the complex stress evolution inferred during “slow” ruptures (Cf < 0.76CR) along PMMA in-
terfaces highlights that there might be regimes where LEFM is only applicable in an “effective” sense: one can use
LEFM concepts (fracture energy) to understand, to first order, the dynamics of rupture expansion, but using
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physical quantities that are not necessarily well-defined material parameters. In this sense, the fracture energy
derived here for slow ruptures (Figure 4b) is the “effective” energy that would produce similar dynamics to that of
an ideal LEFM rupture, but does not capture all aspects of that rupture. In particular, the slip rate evolution is
critically dependent on details of the cohesive zone not captured by LEFM. This has implications for earthquakes:
the slip rate history on the rupture plane (source-time function) is what determines ground shaking and the far-
field radiation measured in seismograms, and it remains to be seen to which extent LEFM (or a modification
thereof) can capture both earthquake propagation and radiation.
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