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Abstract

To construct a synthetic cell we need to understand the rules that

permit life. A central idea in modern biology is that in addition to

the four entities making reality, matter, energy, space and time, a fifth

one, information, plays a central role. As a consequence of this central

importance of the management of information, the bacterial cell is

organised as a Turing machine, where the machine, with its compart-

ments defining an inside and an outside and its metabolism, reads and

expresses the genetic program carried by the genome. This highly

abstract organisation is implemented using concrete objects and dy-

namics, and this is at the cost of repeated incompatibilities (frustration),

which need to be sorted out by appropriate «patches». After describing

the organisation of the genome into the paleome (sustaining and pro-

pagating life) and the cenome (permitting life in context), we describe

some chemical hurdles that the cell as to cope with, ending with the

specific case of the methionine salvage pathway.
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An Introduction: Three Revolutions and the Birth of

Synthetic (Symplectic) Biology

The past century witnessed a remarkable development of biological sciences, split between

three overlapping revolutions. The 1944 – 1985 period saw the formation and development

of molecular biology, with the creation of all the central concepts of modern biology,

combining biochemistry and genetics, and decyphering the rules of replication and of gene

expression with its regulation. The advent of gene sequencing technologies in 1975 per-

mitted access to the exact text of genes. Subsequently, the years 1985 – 2005 saw a fascinat-

ing development of genomics with the central discovery (in 1991 at a EU meeting in

Elounda, in Crete, but published later [1, 2]) that, contrary to expectation, a huge number

of genes was of unknown function. At the time of writing (July 22nd, 2008), there is 3,887

ongoing genome sequencing projects, 833 already completed, (mostly from microbes,

among which 686 of Bacteria, more or less correctly annotated) and 209,035,780,490

nucleotides are registered at the International Nucleotide Sequence Database Collaboration

(INSDC). In this collection, 10% correspond to the core genome (‘‘persistent’’ genes), while

40 – 50% coding DNA sequences (CDSs) do not correspond to known functions, showing

that we lack understanding of a considerable fraction of what makes a living system.

As time elapsed the importance of the relationships between the objects of life – not

necessarily the objects themselves – was recognized as absolutely central to any attempt

to understand biological processes [3]. Nevertheless, the most recent avatar of molecular

biology, Synthetic Biology, was launched initially as an engineering (and teaching) attempt

meant to explore the following question:

‘‘Can simple biological systems be built from standard, interchangeable parts

and operated in living cells? Or is biology simply too complicated to be

engineered in this way?’’

(iGEM home page: http://parts2.mit.edu/wiki/index.php/About_iGEM).

This technological aim tries to class and normalise ‘‘biobricks’’, basic components of living

organisms, while the most important conceptual aim of Synthetic Biology is to reconstruct

life, in an endeavour to explore whether we understand what life is and learn missing entities

(physical objects and dynamic processes) from our failures. Keeping the abstract laws

defining life, a second aim (sometimes named ‘‘orthogonal’’ synthetic biology) tries to

reconstruct artificial living systems made from objects of a physico-chemical nature differing

from that of the building blocks of extant life [4].

In all these aspects of Synthetic Biology, dynamic processes and rules of interactions appear

to be essential, so that we should rather think of this new area of science as Symplectic

Biology – from the Greek equivalent of the latin complexus, meaning ‘to weave together’ –

which would combine the efforts of systems biology with engineering biology [4]. A further

(sociological) argument to prefer the latter name is to avoid the fuzzy (and self-contra-
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dictory) connotations associated to the word ‘‘complexity’’. Another reason to prefer a term

that does not have strong connotations outside biology is that we need to avoid the confu-

sion that plagues the understanding by the general public of the construction of genetically

modified organisms. A connotation in geometry (‘‘symplectic geometry’’ is a lively domain

of mathematics) will not interfere. Constructing a synthetic cell requires to understand what

life is. In what follows I try to point out features that will be essential to take into account to

make a cell de novo.

What Life is

Since the time when Schrödinger proposed his famous metaphor of the ‘‘aperiodic crystal’’

major discoveries accumulated that result today in a way to consider life as the association of

a machine and of a program. The machine, which expresses the program, is made of a casing

that defines an inside and an outside and drives exchanges within and without. It is also a

chassis constraining the form of the living organism, with the cell as its ‘‘atom’’.

Compartmentalisation is essential to life and there are two major scenarios associated to this

process. Either the cell is made of one single entity, encased in a more or less complex

envelope (this corresponds to the domain prokaryotes), or the organism multiplies mem-

branes and skins, even at the cell level, which comprises a nucleus and a variety of

organelles (this corresponds to the domain eukaryotes).

The machine also organizes chemical processes – metabolism – that build up, salvage and

turn over all the required elements making the cell as well as the energy needed to make it

work. Metabolic activities are at the root of the reproduction process, which preserves the

relationships between pathways, in time and space but not necessarily in their ultimate

details. At least 800 small molecules, assimilating C, H, N, O, S, P in the presence of

specific ions (note that the role of iron is probably underestimated, as ferrous iron oxidizes

extremely rapidly in the presence of dioxygen, and then precipitates in neutral or alkaline

water [5]) are involved in the building up of the biomass. Energy is managed via the

turnover of ATP and electron transfers. While the number of basic building blocks is small,

many investigators tend to forget the importance of co-factors (co-enzymes and prosthetic

groups), that are present generally at quite low concentrations but are essential for life. In

this respect it is amusing to remark that most studies claiming to work on the origin of life

forget about cofactors.

Associated to the machine is a program, involved in processes which may be collectively

summarized as ‘‘information transfers’’. It acts as a book of recipes, or, following the

common metaphor, as a blueprint. A noteworthy feature of these information transfers is

that they are recursive, using a code, a cypher, that permits one level of information to be

translated into another level, the latter permitting synthesis of objects that can manipulate the

program which encoded them. Life is therefore witnessing one of those exceptionally rich
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‘‘strange loops’’ (as they were recognised and named by Douglas Hofstadter [6]), which

were used by Kurt Gödel, coding axioms and definitions of arithmetic as integers, to

demonstrate the incompleteness of arithmetic.

A remarkable feature of this separation between the machine and the program is that it leads

one to distinguish between reproduction and replication. While the latter inevitably accu-

mulates errors [7, 8], the former can improve over time [9]. This is witnessed by the

remarkable, but unobtrusive paradox that it is always an aged organism which give birth

to young ones [10]. Hence, living organisms have an in-built capacity to generate informa-

tion.

While the word ‘‘information’’ is currently used in biology, its meaning is not accurately

defined [11]. This widespread use nevertheless emphasises the need to add a fifth entity to

the four entities considered in classical physics to account for Reality, matter, energy, space

and time, which are associated together in the remarkably concise equation proposed by

Einstein, E =mc2. While not compatible with classical physics, Heisenberg’s indeterminacy

principle, Dx Dp ‡ h/4p, introduces information via ‘‘lack of information’’. In a nutshell, I

contend that we are at the dawn of a new era in natural sciences, where information will play

an ever increasing role as we will better understand and model the concept. The core of our

future exploration will be to try and understand how information is articulated with matter,

energy, space and time. This view implies a considerable change in the placing of biology in

the Auguste Comte’s hierarchy of sciences, according to increase in information, and pro-

gressively less influence of matter, energy, space and time:

With this view, biology is strongly linked to mathematics, and it needs to be perceived

essentially as an information-related science. This also indicates that we are in considerable

need, at present, to develop further views of what information is. Claude Shannon has

investigated the constraints operating on communication of information, not on information

itself [3, 11], and many further views have been developed, along a path which is certainly

very preliminary but already quite rich conceptually [12, 13].
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Computing

In the cell, information transfer is organized by the genetic program. If we take seriously the

view just outlined, this process is much more than a metaphor: do we have the conceptual

tools to push it to its ultimate consequences? Let us consider what computing is. As

demonstrated by Alan Turing and many others [14 – 16], two entities are required to permit

computing organised as a machine able to read and write a program on a physical support.

The program is split by the human mind (not conceptually!) into two entities, the program

itself (providing the ‘‘goal’’, in our anthropocentric view) and the data (providing the

context). An essential point in this description is that the machine is physically distinct from

the data/program and can be separated from it. Another point, which is not discussed here is

that what we name ‘‘program’’ is declarative (‘‘I am here’’, is enough to start running the

program) not prescriptive.

Can we see cells as computers, or, asked otherwise, is the genetic program separated from

the cell’s machinery? At least four lines of evidence argue in favour of this view:

. Horizontal gene transfer is extremely widespread. In bacteria, it corresponds often

to at least one fifth of the genome setup [17]. This indicates that the cell machin-

ery can ‘‘understand’’ (i. e. read and express) a huge number of genes present in

the environment. As a matter of fact, for a given bacterial species (with the caveat

that ‘‘species’’ is difficult to define in the case of bacteria), the number of genes

that can be horizontally transferred greatly outnumbers the average number of

genes present in a given strain. For Escherichia coli, for example, taking into

account the sequences of published strains, the number of genes that differ from

strain to strain is already larger than 20,000, and this number keeps increasing as

new strains’ genomes are sequenced, while the average number of genes in any

strain of this organism is slightly higher than 4,000.

. Viruses behave as pieces of program with a casing allowing them to recognize the

machine they will parasite, and a process for coding for their own replication. In

this case the metaphor went the other way around: computer scientists will speak

about computer viruses, and this is a correct way to describe these invading, often

noxious, pieces of programs. As in the case of biological viruses, computer

viruses can not only replicate, but they can also carry information loads they

extracted from previous infectious cycles. One notes that with this definition a

virus is not living (it lacks the machine, and in particular the whole recursive

translation machinery, even when it carries genes extracted from a variety of cells

and coding for some functions involved in information transfers).

. A further way toward the ‘‘computing automaton’’ view of the cell is the process

of genetic engineering. Here, not only do we have cases where genes are artifi-

cially associated together, but it is current practice to get DNA sequence pieces
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that are entirely synthesised from scratch, after purposeful design (this is the only

instance of real intelligent design...).

. Finally, the most interesting experiment demonstrating that the program is sepa-

rated from the machine is the direct transplantation of a naked genome into a

recipient cell with subsequent change of the recipient machine into a new one

corresponding to the transplanted DNA [18] (Figure 1).

Figure 1. The Turing Machine and an experiment of chromosome transplantation. The

Universal Turing Machine head reads and write on a linear string of symbols. Specific

Turing Machines can work with parallel pieces of program (here illustrated in the case

of protein translation starts). In a transplantation experiment DNA from Mycoplasma

mycoides is transplanted in M. capricolum under selective conditions. The resulting

colony is typical of M. mycoides [18].

All these observations point to an obvious separation between a ‘‘machine’’ (the cell factory)

and ‘‘data/program’’ (the genome). This provides a convincing background to analyse the

way information is transferred in living processes.

The Universal Turing Machine works on a program made of one linear string of symbols.

Turing has further shown that this is equivalent to a machine with a parallel setup, where

several pieces of program could run in parallel. The organisation of information transfer in

the cell is more of the latter type, when many pieces of DNA are translated into proteins, for

example. Parallel information processing requires coordination, or a clock. In general,

biological information transfers are algorithmic in nature. Replication, transcription as well
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as translation display a high parallelism, always expressed along the same pattern: ‘‘Begin,

control check-points, repeat, end’’. The information transfer action is oriented, with a

beginning and an end. Curiously, the processes of time dependent control (check-points,

or clocks) are rarely taken into account (except for the replication/division processes [19]),

but their role is essential to allow the coordination of multiple actions in parallel. This is a

first prediction of the model of the cell-as-a-computer: it should prompt investigators to

construct experiments to identify check-points in the processes of transcription and transla-

tion. Some experiments suggest that they do exist [20, 21].

A Map of the Cell in the Chromosome?

John von Neumann, trying to understand the functioning of the brain, suggested that, were a

computer both to behave as a computer and to construct the machine itself, it should keep

somewhere an image of the machine [16]. The metaphor does not appear to apply to the

brain, does it apply to the cell? Linking a geometric program to the information of the

genetic program may seem farfetched.

However we have one – unexplained – example of such a link. The homeogenes found in

insects follow an order that exactly matches that of the segments of the insect. The compar-

ison between insect and crustacean substantiates this observation: Geoffroy Saint-Hilaire in

the middle of the 19th century showed that the body plan of crustacea was reversed under the

thorax (the abdomen becomes the back and vice versa) as compared to that of insects, and

this triggered a bitter controversy. This has now been proven and backed by the observation

that modification of homeogenes between insects and crustacean affects their body plan [22,

23]. The same is true for vertebrates, where four sets of corresponding homeogenes also

match the organisation of the adult organism.

We thus have the equivalent of the homunculus of preformists, but not as a full tiny

organism, but, rather, as the algorithm for the construction of the organism. Can we think

of a ‘‘celluloculus’’? Stated otherwise, is there an image of the cell in the genome? An

analysis of the mur-fts clusters by Tamames and co-workers suggests that this may be as

follows: a tree built up following the way the corresponding genes distribute in different

bacterial genomes parallels the bacterial shape variations, not the 16S phylogenetic tree [24].

All this points to the need to explore the points of contact between the information setup and

the material setup of living organisms.

Frustration of DNA Structures

The organisation just described is conceptual, it deals with immaterial information, while it

needs to be implemented concretely, within the matter/energy/space/time dimensions. How-

ever, concrete objects have often properties that are not compatible with those of other
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objects. This implies ‘‘frustration’’ of possible mutually exclusive entities (because of con-

straints in space or energy states) [25]. The cell factory will therefore require construction of

appropriate ‘‘patches’’ to cope with these incompatibilities.

As a first example, the cell-as-a-computer model requires check-points for parallel gene

expression, and this introduces a need for regulation (which may be seen as an important

constraint at the origin of the creation of the various regulation systems that are pervasive in

biology). This results in a large number of mutually exclusive constraints which are typical

of a ubiquitous type of frustration, and explains why it is often so difficult to sort out

transcriptional controls mediated by different factors interacting with the same promoter

region.

A second physico-chemical constraint derives from the fact that the program needs to be

physically separated from the machine. Interestingly, this particular feature matches a com-

mon objection raised against the model of the cell-as-acomputer: in living cells, it is not

possible to completely separate between the hardware and the software. However, the

objection cannot be retained as a strong one, as the same holds true for real computers.

Indeed, these machines cannot be purely abstract entities either, but are very concrete

entities. They run programs, but any program needs a physical support. For example it

can be stored on a CD, and a CD is deformable, by heat for example. When deformed,

and despite the fact that the program it carries is unaltered, the laser beam that is used to read

it will not be able to do so, and the program will no longer be usable by the computer

(Figure 2). This does not alter the very existence of either the computer or the abstract laws

establishing what a computer is (a Turing Machine) but this tells us that in any concrete

implementation of the Turing Machine, one cannot completely separate between the hard-

ware and the software. This observation points to an important constraint that may explain

the somewhat surprising lack of a transplantation experiment in the recent synthesis of an

artificial Mycoplasma genome [26].

Figure 2. A computer’s program must be carried by a physical support. Here, a

deformed CD can no longer start a computer.

Still another constraint results from the dissymmetry of replication, conservative on the

leading strand and semi-conservative on the lagging strand. This lack of symmetry implies

that mutational errors and efficiency of repair will differentially affect the nucleotide and
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gene composition of both strands of the double helix [27]. As a matter of fact genes that are

found to be essential in the laboratory are systematically located in the leading replication

strand [28]. This has considerable consequences in the amino acid composition of proteins

[29]. In short, material implementation of a Turing Machine requires a variety of specific

adjustments to manage material and temporal incompatibilities.

Frustration in Proteins Build-up

The major effectors of cell metabolism are proteins. Their activity usually requires functional

interactions, and it is expected (and observed) that many proteins form complexes. Further-

more, translation appears to organise the chromosome structure, with specific islands corre-

sponding to particular codon usage biases [21]. The consequence is that the amino acid

composition of proteins cannot be random, and indeed there is a large bias in amino acid

distribution among the different proteins making a proteome. A multivariate analysis of the

proteome (correspondence analysis) of a large number of prokaryotes showed that proteins

are grouped into clusters comprising a similar distribution in particular amino acids. A

strong bias opposes charged residues to hydrophobic residues and permits one to identify

with remarkable precision the protein located in the inner membrane of the cell (IIMPs) [30].

Two further biases, apparently universal, characterise the bacterial proteomes. There is a

bias, perhaps not unexpected, created by the G+C composition of the genome, and another

one, driven by the aromatic composition of the proteins. Interestingly, aromatic-rich proteins

are most often without recognised function. This group is also highly enriched in ‘‘orphan’’

proteins [31]. An explanation to this observation is that proteins created de novo might

indeed go through progressively enhanced functional properties, starting from the general

function of stabilising complexes by acting as ‘‘gluons’’, where they use the intrinsic

stickiness of aromatic amino acids [30].

A further bias appeared in proteins coded by psychrophilic organisms. Indeed their proteome

is systematically enriched in asparagine, while the dioxygensensitive amino acids, cysteine,

histidine and methionine are counter-selected [32, 33]. This bias corresponds to intrinsic

properties of asparagine, which isomerises easily, leading to perhaps the major post-transla-

tional modification in all proteomes. Asparagine spontaneously isomerises in particular

contexts into isoaspartate, with concomitant deamidation in a reaction which is still poorly

understood. This reaction affects protein structures (and may affect their function). It may

also have a role in regulating protein folding and it is a signal for degradation of intracellular

proteins [34]. Aspartate and asparagine isomerisation is therefore another physico-chemical

constraint that needs to be dealt with using appropriate metabolic patches. In many organ-

isms (including Escherichia coli and Homo sapiens) there exists a process that can restore

aspartate from isoaspartate after methylation and demethylation, an extremely costly repair

system [35].
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This observation leads us to revisit the inevitability of ageing. Indeed, be it only because of

asparagine/aspartate isomerisation, proteins age, sometimes very fast (e. g. ribosomal protein

S11 from E. coli, within minutes at 37 �C [36]). As a consequence, it is always an aged cell

(or multicellular organism) that gives birth to a young one. This implies that in the process

of forming a progeny, there is creation of information. We need therefore to identify the

genes acting in the process of accumulating information [10].

Revisiting Information

A natural way to consider information is to appreciate its ‘‘value’’. This implies intuitively

that one will need energy to create information. This was indeed the common view until

Rolf Landauer showed in 1961 that creation of information is reversible and therefore does

not require any energy [37, 38]. This remarkable work, curiously widely ignored, showed

however that reversibility was at a cost: an enormous amount of time or space was required

to permit reversible creation of information. Hence, creation of information could only be

tolerated if a process existed that permitted to ‘‘make room’’ for novel information to be

further created. By contrast with reversibility of the creation of information, this process

required consumption of energy.

In this context of physics, improvement of metabolism over time is therefore not an impos-

sibility. It can be at least conceptually tolerated, as creation of information is reversible.

However, in order to proceed efficiently, the corresponding process will require a specific

process to ‘‘make room’’: how is this obtained? Can we identify in genomes the genes

coding for the functions required to put this process into action?

In order to proceed with this investigation, which assumes the existence of a fairly ubiqui-

tous process, we need to look for ubiquitous functions. However, with genome studies we

have only direct access to sequences (and sometimes structures), while ‘‘acquisitive evolu-

tion’’ systematically masks functional persistence. Briefly, any system submitted to the trio

variation/selection/amplification will evolve, as it will open windows for novel functions

(note that this is creation of information). Functions however can only exist when a concrete

object is recruited, so that many objects will fulfil a given function [39, 40]. The conse-

quence is that it is not possible to identify the presumably ubiquitous genes which would

correspond to ubiquitous functions, simply because they will not be ubiquitous.

From Functional Ubiquity to Gene Persistence

To sum up, functional ubiquity does not imply structural ubiquity. Fortunately, however,

living organisms evolve by descent, and efficient objects tend to persist through time

because their genes will tend to be conserved over generations. Briefly, there is some kind

of stickiness in the adaptation of an object to a particular function. Hence, rather than look

for ubiquity, we should look for ‘‘persistence’’, i. e. for the tendency of a gene to be present
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in a given number of genomes. And looking for persistence will permit us to identify

ubiquitous functions. We need to note here that any approach to this quest will heavily

depend on the genome sample we possess, making it a fairly difficult enterprise. As in the

quest for consensuses in sequences, we expect that the sampling bias will go through a

maximum when the number of genomes increases, and then slowly decrease as more

genomes are available (the exception makes the rule) [41]. Appropriate computing techni-

ques can be set up to deal with this problem and it is possible to find out persistent genes

from the present collection of genome sequences.

With this view, a set of 400 – 500 genes has been identified, that persist in bacterial genomes

and, as expected, the vast majority of the genes labelled as ‘‘essential’’ (because they cannot

be inactivated without complete loss of viability) belonged to this set [42]. Is, then, ‘‘persis-

tent’’ a synonym of ‘‘essential’’? A remarkable feature of both categories of genes is that, as

in the case of genes identified as essential in the laboratory, most persistent genes are located

in the leading replication strand, suggesting that they respond to common selection pres-

sures. In terms of functions the ~250 essential genes code for the bulk of the functions

involved in information transfers. The functions in this list are not unexpected, as the list

could be established very early on, and was indeed at the root of the interest of the European

Commission for sequencing genomes, for example [43]. A list established using the most

degenerate autonomous organisms also resulted later in a similar number [44].

The category of non essential persistent genes is interesting, both because it was not

predicted by the latter studies, and because it is very much biased in particular functions.

It codes for functions involved in stress, maintenance and repair, on the one hand, and for a

few metabolic patches, in particular for serine degradation into pyruvate [42], on the other

hand. An important feature of this particular set is that it codes for functions that may have a

consequence in the long term, and have not, therefore, been studied properly under labora-

tory conditions. Indeed, studies investigating essentiality have just tested the capacity of

mutants to grow and to generate a colony after individual gene inactivation.

Clustering of Persistent Genes

The location of persistent genes in the leading DNA strand (as does the subcategory of

essential genes) combines with another specific feature in their organisation in genomes:

they tend to cluster together. Using 228 genomes comprising more than 1,500 genes (to

avoid sampling biases) and accurate annotations, we identified genes that tend to remain

close to one another. This ‘‘mutual attraction’’ constructed a remarkable network made of

three layers, building networks with differing connectivities. These layers can be grouped

into a consistent picture in relation to the functional properties of the genes they are made of.

A first network, made of genes coding for the construction of the building blocks of

intermediary metabolism (nucleotides and coenzymes, lipids), is highly fragmented.
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A second network is built around class I tRNA synthetases, and a third network, almost

continuous, is organised around genes coding for the ribosome, for transcription and replica-

tion and for other functions managing information transfers [5].

How can we account for this clustering? Based on the observation that the gene flow

mediated by horizontal gene transfer (HGT) must be high, we proposed that a purely passive

clustering process is at work in genomes, noting that what has been interpreted as causes

(co-transcription and formation of operons, and protein-protein interactions) are, instead,

consequences of clustering. If genes are deleted as local bundles (to compensate for bundles

of genes introduced by HGT), this results in a purely passive gene clustering, as the progeny

of cells with clustering of the most important genes for sustaining life (persistent genes) are

more likely to survive than that of cells with genes uniformly spread in the genome (uniform

distribution is the largest deviation from clustering) [45].

A noteworthy feature of this organisation is that it emphasises the separation between

metabolism and replication and is consistent with the scenario:

Building blocks � nucleotides � tRNA � ribosome � DNA

which is highly reminiscent of what could have happened at the origin of life. To better

understand its meaning, let us briefly explore a mineral scenario for the origin of life [46, 47].

The surface of charged solids (e.g. pyrite (Fe-S) [48]) selects and compartimentalises

charged molecules; this first step forms some amino acids, the main coenzymes, fatty acids

and ribonucleotides; polymerisation with elimination of water molecules increases entropy

and is therefore favoured on surfaces. Subsequently (once the nucleotides have been created)

compartmentalised metabolism creates surface substitutes via polymerisation of ribonucleo-

tides in the presence of peptides, with ancestors of tRNA (the RNA world), via a shift of

role, from that of a substrate to that of a template. Then, RNAs develops its template role in

translation with the invention of the genetic code, placing the ribosome as the core structure

of nascent life. Finally, it further shifts away from its role as a substrate for metabolic

reactions, to template for self-replication, discovering the complementarity law. Nucleic

acids are further stabilised by the invention of deoxyribonucleotides, at the time when the

rules controlling information transfer are discovered, first within the RNA world where

vesicles carrying the ancestors of genes split and fuse randomly, before formation of the

first genomes.

The Paleome and the Cenome

Coming back to the organisation of bacterial genomes, we now can see them as composed of

two major parts. Persistent genes, with this scenario reminiscent of the origin of life, form

the paleome (from palajoz ancient) with genes coding for the basic functions permitting

cells to survive and to perpetuate life. Bacteria need also to occupy a particular environment.
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In 1877, Karl Möbius referred to the common pool of living species in a particular environ-

ment as a biocenose (see e. g. [49]). While the concept of gene did not exist at the time, we

need now to relate this idea to that of the genes permitting the cell to occupy an ecological

niche. These genes are acquired by HGT from a large unknown pool of genes and, as a

consequence of the corresponding gene transfer processes (transformation, transduction,

integration of prophages and conjugation), they are generally coming in genomes as gene

clusters [50]. This very large class, the cenome (after kojnoz, common, as in biocenose [5])

tends to comprise novel members in different strains of the same species (Figure 3). Taking

into account the concept of pan-genome, which puts together all the genes of a given species

[51], the cenome of a given species is a subset of the pan-genome, comprising all the genes

permitting any strain of that species to live in its favoured niche. As stated above, in a

species such as E. coli the pan-genome is mostly made of genes forming the cenome of each

individual strain, and is already larger than 20,000 genes with no sign of levelling off as new

strain genomes are sequenced.

Figure 3. The paleome and the cenome. The paleome codes for functions necessary

for survival and for propagation of life. Among its non-essential part one finds genes

coding for metabolic patches meant to remedy conditions of metabolic incompatibil-

ities (frustration). Such patches can also be found in the cenome as they are necessary

when a pathway produces highly reactive molecules such as alpha-diketones.

Provisional Conclusion: a Split Paleome

To live associates three major processes: to survive ageing processes, to perpetuate life while

already aged, and to live in a particular context. The first two processes require presumably

ubiquitous functions, which have been grouped in the set we named the paleome, because of

the way it organises relative to a large number of bacterial genomes. Most of the functions in

the paleome have been identified, at least at the biochemical level. They are often (as in the

case of transcription and translation processes) the target of drugs that prevent propagation
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of the relevant organisms. While these functions are conserved, they are often not resulting

from similar structures, so that they can only be identified via analysis of gene persistence.

The functions of the paleome may be split following a variety of specific characters. For

example, half of its genes code for functions that are essential to permit formation of a

colony on plates supplemented by rich medium: they are the functions of essential genes

[52, 53]; the other half, while ubiquitous, does not have this property [42]. This latter half

comprises mostly genes that are essential to perpetuate life, but are not essential in the short

term [10]. Another split identifies functions which solve some of the metabolic incompat-

ibilities in the cell, resulting from chemical constraints such as spontaneous isomerisation of

aspartate and asparagine. This phenomenon of frustration is necessarily quite widespread, as

a large number of chemical intermediates, such as alpha-diketones, are extremely reactive

towards amino groups. This explains why the downstream section of the methionine salvage

pathway, which recycles the methylthioadenosine formed from a variety of reactions derived

from S-adenosyl-methionine, is highly variable [54]. The functions in this pathway, typical

of what is found in the cenome of an organism, has only been solved in the case of reactions

involving dioxygen, while it is certainly present in anaerobic organisms (Figure 4). Its very

existence examplifies the type of unknown functions we should look for when exploring the

cenome of organisms, in particular in metagenomic studies. This will require considerable

imagination for the prediction of novel chemical reactions.

Figure 4. Present knowledge of the methionine salvage pathway. The pathway has

been decyphered in [54]. The shaded region corresponds to the reactions downstream

from the highly reactive 2,3-Diketo-5- methylthiopentyl-1-phosphate. They are che-

mically completely different in different organisms (MtnW is a RuBisCO-like enzyme

with no relation with the MtnC enolase-phosphatase).
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