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Methods for automated prediction of deleterious protein mutations have
utilized both structural and evolutionary information but the relative con-
tribution of these two factors remains unclear. To address this, we have
used a variety of structural and evolutionary features to create simple
deleterious mutation models that have been tested on both experimental
mutagenesis and human allele data. We find that the most accurate pre-
dictions are obtained using a solvent-accessibility term, the C® density,
and a score derived from homologous sequences, SIFT. A classification
tree using these two features has a cross-validated prediction error of
20.5% on an experimental mutagenesis test set when the prior probability
for deleterious and neutral cases is equal, whereas this prediction error is
28.8% and 22.2% using either the C® density or SIFT alone. The improve-
ment imparted by structure increases when fewer homologs are available:
when restricted to three homologs the prediction error improves from
26.9% using SIFT alone to 22.4% using SIFT and the C® density, or 24.8%
using SIFT and a noisy C" density term approximating the inaccuracy of
ab initio structures modeled by the Rosetta method. We conclude that
methods for deleterious mutation prediction should include structural
information when fewer than five to ten homologs are available, and that
ab initio predicted structures may soon be useful in such cases when
high-resolution structures are unavailable.
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Introduction

from proteins to complement one another: struc-
tural information should help to identify destabi-

The rapid discovery of single nucleotide poly-
morphisms (SNP) in the human genome has
created an opportunity for high-throughput
deleterious mutation prediction methods to dis-
cover and prioritize candidate human disease
alleles from the pool of uncharacterized non-
synonymous coding SNPs. Several methods have
recently been developed specifically for this
purpose,'® which utilize information from both
evolution and protein structure. In principle, a pro-
tein mutation could be deleterious either because it
destabilizes structure or it disrupts a functional site
involved in catalysis, ligand-binding, or interaction
with another protein. For this reason, one might
expect evolutionary and structural information

Abbreviations used: msa, multiple sequence
alignment; PSSM, position-specific scoring matrix; SNP,
single nucleotide polymorphism.
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lizing mutations, while highly conserved positions
in multiple sequence alignments (msa) can help to
identify functional sites.* While this principle is
qualitatively clear, the relative importance and
complementarity of these feature domains has not
been well characterized with regard to compu-
tational prediction of intolerant mutations. Such
characterization is important both for improving
the accuracy of predictive models and for deter-
mining the relative error of predictions made
when sequence or structural information is
reduced or absent, as is often the case when few
sequence homologs exist or only a coarse approxi-
mation to the protein structure is available.

In this study, we investigate the relative strength
of a variety of structural and evolutionary features
described in previous work and examine how the
most effective features complement one another in
simple classification models. We characterize the
performance of classifiers as a function of the
number of homologs available for the calculation

0022-2836/02/$ - see front matter © 2002 Elsevier Science Ltd. All rights reserved
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Table 1. Number of observations in mutation test sets

Laboratory mutations® Human alleles®

Source Deleterious Neutral Disease® Neutral
All 1500 3706 191 87

Lacl 1166 2255

HIV-1 159 111

T4 175 1340

? Laboratory mutagenesis data were taken from two compre-
hensive amber suppressor assays made on Lac repressor’ and
T4 lysozyme,” as well as from a saturation random mutagenesis
assay conducted on HIV-1 protease.® Only the strongest cat-
egories of deleterious and neutral mutations were compiled
from each of these experiments into our test set. For the T4
lysozyme case, only observations made at 25 °C were used.

* To compile a test set of human disease alleles, all allele
annotations on human disease associated proteins were taken
from both Online Mendelian Inheritance in Mant and Swiss-
Prot 40.° This initial disease set was culled to include only
those alleles annotated in both databases and, as a final step,
any alleles described as neutral polymorphic markers or somatic
disease mutations were removed. The test set of human neutral
alleles was compiled from naturally occurring alleles recorded
in Swiss-Prot for proteins without any disease annotation.
From this initial set, all alleles annotated with a speculative dis-
ease association or a known reduction of protein function were
removed. Both the disease and neutral allele sets were restricted
to those whose protein had a homolog of known structure with
at least 3.0 A resolution and sharing at least 40% sequence
identity with the test set protein sequence.

¢ For all calculations in this study, disease alleles are treated
exactly like deleterious mutations, we maintain the separate
naming convention throughout only to emphasize the inherent
difference between these two test sets.

of evolutionary features, which indicates how the
reliability of deleterious mutation prediction is
affected by the common problem of having few
homologous sequences available. Finally, we
explore the possibility of improving classification
for cases where no experimental structure is avail-
able, by using structures generated from ab initio
prediction methods.

Results

Mutation test sets

The predictive power of individual structure and
sequence-based features was studied using two
sets of mutation data compiled to test the methods
developed in this study (Table 1). The first of
these test sets consists of data from laboratory
mutagenesis experiments. While there is a signifi-
cant amount of targeted mutagenesis data
available, such data often tend to be biased
towards particular structural sites, residue types,
or other features of interest to experimentalists.
Due to this biased context, these data cannot be
used to train deleterious mutation models without
reducing the ability of the model to handle a wide
range of mutations from many structural contexts,
an important quality of any model designed to
analyze coding SNPs on a genomic scale. A useful

alternative to targeted mutagenesis data are data
from experimental studies that probe nearly all
mutations at all residues over entire proteins,
where both tolerant and intolerant phenotypes can
be observed. Following the suggestion made by
Ng & Henikoff,' we have constructed a test set
composed of such unbiased laboratory mutagen-
esis data derived from experiments on three pro-
teins: Lac repressor” human immunodeficiency
virus type 1 (HIV-1) protease,® and bacteriophage
T4 lysozyme.” The second set of test mutations we
have constructed is composed of naturally occur-
ring human neutral and disease alleles collected
from mutations in the Swiss-Prot® and Online Men-
delian Inheritance in Mant databases. It is appar-
ent from Table 1 that the human allele test set is
relatively undersampled, and we expect that the
neutral allele set is likely to contain a number of
deleterious mutations whose disease association
has not yet been resolved. Therefore, the human
test data are not expected to reflect the absolute
accuracy of prediction on human disease alleles,
but rather to confirm the relative accuracy and gen-
erality of the various classification techniques
explored in this study.

Classification using individual features

The performance of individual features applied
to the classification of mutants from both test sets
is summarized in Table 2. For each feature, classifi-
cation was performed by 20-fold cross-validation,
where an optimal classification threshold was
chosen for each training set and the final result
reported as a balanced error term, representing
the classification error when the prior probability
of deleterious and neutral cases is equal. This
simple feature evaluation method has been chosen
over a more rigorous form of statistical hypothesis
testing, such as evaluating features by the
ANOVA F-test,” because we have no reason to
assume that the feature distributions will conform
to any particular model.

The simplest of the sequence-based features con-
sidered is a measure of the residue substitution
cost, which uses the log likelihood ratio from the
Blosum62 substitution table for each mutation."
With balanced classification errors of 40.3% and
40.1% on the laboratory mutagenesis and human
allele test data, respectively, this feature is not
found to be especially informative, as it uses no
homolog information and simply reflects the
properties of the two residues undergoing
exchange. Therefore, this classification error rep-
resents an upper bound to the error expected for

T OMIM, Online Mendelian Inheritance in Man. Center
for Medical Genetics, Johns Hopkins University
(Baltimore, MD) and National Center for Biotechnology
Information, National Library of Medicine (Bethesda,
MD), 2000, http://www.ncbi.nlm.nih.gov/omim/
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sequence-based features when no homologs are
available.

The entropy of a residue in a multiple sequence
alignment is often used as a measure of the overall
mutability of a specific site in a protein, and has
appeared as a feature in previous studies of
mutation prediction either directly or normalized
over each protein chain.”'' Here, the normalized
site entropy is found to be more useful for the pre-
diction of laboratory mutants than Blosumé62, with
a balanced classification error on laboratory
mutations of 29.0% (Table 2). This entropy score is
insensitive to the actual residue substitution taking
place for any given mutation and is thus orthog-
onal to the information in the Blosum62 score,
suggesting the use of a score that combines these
two factors of substitution and site-conservation.

One such score is generated by SIFT,' a method
designed to predict deleterious mutations by creat-
ing a specialized position specific scoring matrix
(PSSM) from the msa of the protein of interest and
using this PSSM to derive a prediction score. A
PSSM-based method similar to SIFT also appears
as one component of the scoring function used by
Sunyaev et al. for predicting intolerant mutations.
These methods integrate the substitution and site
mutability information into a single score, allow
for the calculation of consistent scores when few
homologs are available, and model the tolerance
of residues that belong to the same biochemical
class as those already observed in the alignment.
These advantages explain why the SIFT score has
the lowest balanced error among sequence-based
features of 22.2% for laboratory mutations and
37.4% for human alleles (Table 2). A PSSM-based
score such as SIFT integrates the information
contained in the two simpler sequence features
previously discussed, therefore the SIFT score is
the only sequence-based feature used in further
prediction models for this study.

The structural features presented in Table 2
include two similar terms that reflect the structural
burial of the residue at the mutation site. The first
is the number of CP atoms within 10 A of the C*
atom of the site residue, which we refer to as the
CP density, and the second is the percentage of the
total solvent-accessible surface area for the native
residue at the mutation site, calculated using
DSSP.**  Although the solvent-accessible surface
area has been used directly or indirectly as a
residue burial term in previous mutation predic-
tion methods,”” we have found the C® density to
have similar classification performance and expect
this term to be more robust to the poorly defined
side-chain conformations of approximated struc-
tures, such as those modeled by ab initio methods.
For these reasons, we elected to use the C® density
as the residue burial term in our classification
models.

The flexibility of the side-chain at any site should
be correlated with the likelihood that a residue
substitution at that site is tolerated. One convenient
proxy for side-chain flexibility that has been used

Table 2. Classification of test data using individual
features

% Classification error

Deleterious Neutral Balanced?®
A. Laboratory mutations
Sequence features
Blosum62 37.8 42.8 40.3 £ 1.33
Normalized site entropy 32.8 25.1 29.0 = 1.23
SIFT 19.9 24.4 222 +1.13
Structural features
C® density 31.1 26.6 28.8 £ 1.23
% Solvent-acc. surface 17.4 419 29.6 = 1.24
area
Normalized B-factor 23.1 48.7 35.9 = 1.30
Normalized B-factor 19.7 41.6 30.6 = 1.32
(edited)®
Sunyaev structural rules 63.2 14.3 388 +1.32

% Classification error

Disease Neutral  Balanced
B. Human alleles
Sequence features
Blosum62 435 36.8 40.1 = 5.76
Normalized site entropy 325 51.7 42.1 = 5.80
SIFT 34.6 40.2 374 = 5.69
Structural features
CP density 28.3 379 33.1 =553
% Solvent-acc. surface 34.6 24.1 29.3 £ 5.35
area
Normalized B-factor 39.3 44.8 42.0 = 5.80
Sunyaev structural rules 64.9 13.8 39.4 =574

Classification using single features was performed by 20-fold
cross-validation where a threshold was found between dele-
terious and neutral cases that minimized the balanced classifi-
cation error of each training set and the classification error was
found from the total result of 20 rounds of test set classifications.
The exception to this procedure is the Sunyeav structural rule
set, in which case thresholds are specified in the rule definition,
making any training procedure unnecessary.

? The balanced error is the classification error of cases that are
weighted to normalize both the influence of deleterious and
neutral cases as well as the influence of proteins that contribute
to the laboratory mutagenesis test set. In this scheme, cases are
first weighted to give equal total weight to each of the three
test proteins for the laboratory mutagenesis test set and then,
for both test sets, weights are transformed to give equal total
weight to deleterious and neutral cases. We note that when
using this scheme, the expectation value of the balanced predic-
tion error for random classification is always 50%, and that the
balancing of cases from the three proteins used in the laboratory
mutagenesis test set is only approximate, due to the subsequent
balancing of deleterious and neutral cases. The confidence inter-
val reported for the balanced classification error is found by
approximating the total of all test set classifications, either from
multiple rounds of cross-validation or from a separate test set,
as a binomial distribution with a probability p of producing an
erroneous prediction, where p is estimated as x/n and x is the
number of errors made out of a total of n predictions from the
test set. We report the 95% (o =0.05) confidence interval,
where the approximate 100(1 — «)% confidence interval for the

value of p is:
SN (cI D

> The edited version of the normalized B-factor shows the
results of removing the DNA-binding domain of Lac repressor
from both feature normalization and classification.
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in mutation prediction’ is the crystallographic B-
factor. We have tested the B-factor as a predictive
feature and found classification errors of 35.9%
and 42.0% on our laboratory and human test sets,
respectively, which indicate that this feature is at
least informative for mutation prediction. How-
ever, the contribution to the B-factor from static
disorder and large-scale flexibility reduces its use-
fulness as a site-specific probe of flexibility. This
problem is illustrated by the DNA-binding domain
of Lac repressor, in which case the B-factor scores
of all residues in the binding domain exceed the
values of all remaining residues in the chain.
When this problematic domain is removed, the
classification error of laboratory mutations using
the B-factor is reduced notably from 35.9% to
30.6% (Table 2), but such specialized feature edit-
ing is not amenable to automated prediction
methods. Due to the shortcomings of the B-factor,
we explored an alternative representation of resi-
due flexibility, the side-chain entropy, which was
used successfully by Voigt et al."' as a means to
pick tolerant substitutions for directed mutagenesis
experiments. Unlike the B-factor, the side-chain
entropy represents only the conformational flexi-
bility of an individual side-chain. We tested classi-
fication using a measure of the side-chain entropy
calculated at each mutation site from the prob-
ability distribution of rotamers for the native side-
chain in a force-field composed of Leonard-Jones
interactions, an orientation-dependent hydrogen
bond term, and an implicit solvation model (T.
Kortemme & D.B., unpublished results), but this
term did not yield results significantly different
from those obtained with the edited B-factor (data
not shown).

The final feature included in Table 2 is our repro-
duction of four structural rules that form a com-
ponent of the prediction method used by Sunyaev
et al?> Here, each rule is intended to identify a
different class of deleterious mutation on the basis
of expert knowledge, an approach similar to that
taken by Wang & Moult.> Specifically, these rules
detect hydrophobic core disruption, buried charge
change, mutation to proline in an o-helix and
hydrophobicity change at an exposed site (see
Methods). We interpreted these structural rules as
a simple classifier by predicting a mutation to be
deleterious when the deleterious conditions of any
of the four individual rules were met, and sub-
sequently found the prediction error of this
classifier for our test sets (Table 2), finding that its
performance is comparable to that of the crystallo-
graphic B-factor.

To further evaluate the Sunyeav rule set, the per-
formance of each rule is summarized individually
in Table 3, showing the number of mutations that
pass each rule (and thus are predicted deleterious)
along with the percentage of those that actually
are deleterious, and the ability of the rule to select
deleterious mutations relative to random selection.
The most interesting result is the particularly poor
performance of the solubility change rule, which

Table 3. Evaluation of structural rules for deleterious
mutations, due to Sunyaev et al.

No. Log likeli-
Deleterious mutations % Deleterious hood
mutation rule selected from selected deleterious®
A. Laboratory mutations
Hydrophobic 531 64.9 1.2
core disrup-
tion
Buried charge 14 56.0 1.0
change
Solubility 21 8.0 -1.8
change
Proline in o- 94 50.5 0.8
helix
Any rule met 621 50.2 0.8
No. Log
Deleterious alleles % Disease likelihood
mutation rule selected from selected deleterious
A. Laboratory mutations
B. Human alleles
Hydrophobic 57 87.7 04
core disrup-
tion
Buried charge 2 100.0 0.5
change
Solubility 2 50.0 -0.5
change
Proline in «- 10 83.3 0.3
helix
Any rule met 67 84.8 0.3

? The log odds of a selected mutation to be deleterious versus
random selection:

) P(deleteriouslselected)
2 P(deleterious)

is meant to detect mutations effecting significant
hydrophobicity changes on the protein surface.
While anecdotal observations may suggest such a
rule, it does not appear to generalize as a predictor
of intolerant mutations for the laboratory mutagen-
esis test set, although it is possible that this rule
selects mutations that lead to a reduction in fitness
too subtle to be detected in the assays used to gen-
erate these test data.

Classification using multiple features

Simple classification models were created using
the SIFT score together with selected structural
terms to characterize how these features comple-
ment one another in the prediction of deleterious
mutations. We have primarily relied on classifi-
cation trees for this purpose, because these
methods are robust to noisy data, assume no
model, and are sufficiently transparent to be
described as a short sequence of splitting rules.
Despite this simplicity, we have found the per-
formance of trees to be comparable to that of classi-
fication using logistic regression models. While
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Table 4. Classification of test data using multiple features
Classification tree Logistic regression classifier”

% Classification error % Classification error
Classifier features Deleterious Neutral Balanced* Deleterious Neutral Balanced
A. Laboratory mutations
SIFT 19.9 24.4 222 +1.13 25.7 21.2 234 +1.15
SIFT + CP density 18.0 229 20.5 = 1.10 19.7 22.2 20.9 = 1.10
SIFT + normalized B-factor 21.9 23.2 226 £ 1.14 25.1 21.4 232 £ 1.15
SIFT + Sunyaev structural rules 19.9 25.5 227 +1.14 225 21.9 222 +1.13
SIFT + C® density + normalized B-factor 18.0 23.2 20.6 = 1.10 19.5 221 20.8 = 1.10

Classification tree Logistic regression classifier

% Classification error % Classification error
Classifier features Disease Neutral Balanced Disease Neutral Balanced
B. Human alleles
SIFT 34.6 40.2 37.4 = 5.69 37.7 35.2 36.4 +5.13
SIFT + CP density 29.6 29.7 29.6 £ 4.87 28.3 35.2 31.8 £4.96
SIFT + normalized B-factor 324 40.7 36.5 = 5.13 35.2 34.1 34.6 = 5.07
SIFT + Sunyaev structural rules 39.3 41.8 40.5+5.23 35.6 35.2 354 +5.10
SIFT 4 C* density + normalized B-factor 27.1 34.1 30.6 = 491 28.3 35.2 31.8 = 4.96

? Classification trees* were implemented using the RPART* package v3.0-2 in R v1.3.0, with case weights set as described for Table
2 and splitting performed using the Gini criterion. The reported classification performance is the result of training and testing classi-
fication trees over 20 rounds of cross-validation. The result of threshold classification using only SIFT is included from Table 2 for
comparison with the classification tree results.

P Logistic regression models were implemented using the GLM module in R v1.3.0, with case weights set as described for Table 2.
All logistic regression models incorporating SIFT were trained and scored using the log transformation of this feature (SIFT values
were truncated to a lower bound of 0.001 prior to taking the log). The trained logistic regression models were interpreted as classifiers

by categorizing the predicted deleterious probability as greater or less than 0.5.

¢ See Table 2 for classification error calculation methods.

logistic regression models would provide the sig-
nificant advantage of probability values for test
cases, we consider this property to be less import-
ant than simplicity and transparency for the
exploratory analysis performed in this study, and
have therefore chosen to base our analysis on
classification tree results.

The cross-validated errors of tree classification
using a variety of features indicate that the combi-
nation of SIFT with the C? density is the most accu-
rate of the feature sets considered (Table 4), with a
balanced error of 20.5% and 29.6% on laboratory
and human allele test data, respectively. To further
study the generality of these predictions, separate
classification trees were trained on all laboratory
mutagenesis data and tested for their ability to

classify human alleles. These results are sum-
marized in Table 5, in which the combination of
SIFT and the C* density still performs quite well,
although we note this with a degree of caution
due to the low significance of the human allele
results. Inspection of the consensus classification
tree that uses these two features reveals that the
trained classifier is actually implementing a very
simple heuristic in which all mutations at a buried
site are considered deleterious, all mutations on
the protein surface are considered tolerated, and
mutations in the range of intermediate burial
(having a CP density value between 12 and 22) are
classified according to the SIFT score (Figure 1). It
is evident from the simplicity of this model that
potentially informative sequence information has

Table 5. Classification of human alleles by training on laboratory mutagenesis data

Classification tree

Logistic regression classifier

% Classification error

% Classification error

Classifier features Disease Neutral Balanced Disease Neutral Balanced

SIFT 29.6 38.5 34.0 = 5.05 441 31.9 38.0 = 5.17
SIFT + CP density 26.7 35.2 309 =493 324 27.5 299 *+ 4.88
SIFT + normalized B-factor 389 33.0 359 = 5.11 42.1 31.9 37.0 = 5.15
SIFT + Sunyaev structural rules 38.9 33.0 35.9 = 5.11 42.5 27.5 35.0 = 5.08
SIFT + C® density + normalized B-factor 25.9 35.2 30.5 =491 32.8 25.3 29.0 = 4.84

Classifiers were trained from the complete laboratory mutagenesis test set and used to predict the mutations in our human allele
test set. Classification methods are the same as those described for Table 4, except that the cross-validation procedure was not used.
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Figure 1. Classification tree trained on laboratory mutagenesis test set. Both neutral mutations (cyan) and deleterious
mutations (black) from the laboratory mutagenesis test set are plotted according to the SIFT score and the C® density.
Superimposed in the foreground is a representation of the decision boundary (red) for the consensus classification
tree resulting from cross-validated training on these mutation data. Note that the C® density has been randomly

scattered by +0.25 for visual clarity.

been ignored at sites that are sufficiently buried or
exposed, suggesting the potential advantage of a
linear model. However, we have tested one such
model with logistic regression classification and
have not found the results to be significantly differ-
ent when using the same feature set (Table 4).

The dependence of the sequence and structure
feature balance on msa depth was addressed by
examining the relative contributions of features to
the accuracy of deleterious mutation prediction as
the number of available sequence homologs was
varied. We tested classification using a restricted
alignment of three homologs for the laboratory
test set proteins (see Methods), finding that the
average balanced error was 26.9% using SIFT
alone and 22.4% using the SIFT/CP density combi-
nation, demonstrating the increased importance of
structural information when few homologous
sequences are available.

To examine how homolog count influences the
sequence-structure relationship in more detail, we
classified the mutations in Lac repressor at all
possible restricted alignment depths. Lac repressor
was chosen for this purpose because it has a suffi-
ciently deep alignment of 21 homologs and has
the greatest number of mutations among the three
proteins in the laboratory mutation test set. The
SIFT score was calculated from randomly selected

subsets of homologs for each alignment depth and
used for classification of Lac repressor mutants
both alone and in combination with the C? density.
At each alignment depth, the classification pro-
cedure was repeated 30 times using different
random homolog subsets, and the balanced predic-
tion error at each depth was calculated from the
average of these repeated classifications. The
results of this analysis (Figure 2) approximately
quantify the increase in classification accuracy
gained by adding a residue burial term when
limited evolutionary information is available; the
combination of the C? density and SIFT calculated
from only two randomly selected homologs yields
prediction results that are comparable to using
only SIFT calculated from the full Lac repressor
alignment of 21 homologs. When only structural
information is used, the results are roughly equiv-
alent to those obtained using SIFT calculated from
four homologs, yet the information from structure
is complementary to that from evolution, as can
be observed by the significant improvement in pre-
diction resulting from the addition of a structural
term to SIFT calculated from the full alignment of
21 sequences. This observation shows that,
although structural features are clearly more useful
when only a small number of homologs are avail-
able, they can still make a significant contribution
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Figure 2. Classification of Lac repressor mutations with limited sequence homologs. The balanced classification error
of laboratory mutagenesis data from Lac repressor is shown for classifications made using the SIFT score and the C*
density individually and in combination. Classification trees were trained with SIFT scores calculated from all available
Lac repressor homologs, and the parameters of those classification trees were then used to categorize mutations using
the SIFT score calculated from a restricted number of homologs. At each restricted homolog count, the SIFT score was
calculated from a random subset of homologs and scored with the previously trained classification tree. This pro-
cedure was repeated 30 times and the results were averaged to approximate the balanced classification error for each

restricted homolog count.

even when a deep msa exists due to the comple-
mentary nature of structural and evolutionary
information.

Classification enhanced by ab initio
predicted structure

The previous results suggest the possibility of
using structures approximated by ab initio predic-
tion methods to enhance mutation prediction for
proteins lacking other sources of structural infor-
mation and having few homologous sequences
available. We have found that for a test set of 128
small proteins, the CP density values calculated
from structures predicted by the Rosetta method
as part of a previous large-scale study' have an
error distribution with a standard deviation of 4.5
(see Methods). After making the simplifying
assumption that this error is normal and applying
it to the actual CP density for proteins in our lab-
oratory test set, we found that the balanced classifi-
cation error using the C® density alone increased
from 28.8% to 33.6%. Classification using this
noisy CP density term in combination with SIFT
made very little improvement over classification
using SIFT alone; however, when each protein in
the laboratory test set was restricted to an align-
ment of three homologs (see Methods), the
addition of the noisy C® density to SIFT improved
the classification error from 26.9% to 24.8%. Thus,
with current ab initio prediction methods, a modest
improvement in deleterious mutation prediction

potentially can be obtained for proteins with few
homologous sequences.

Discussion

Using a simple non-linear classification model
validated on  unbiased laboratory-assayed
mutations, the lowest classification error found in
this study was achieved using only two features:
the CP density and the SIFT score, yielding a
balanced classification error of 20.5%. These
features used alone were, respectively, the most
accurate structure and sequence-based metrics
considered for classification of laboratory-assayed
mutations in this study, with the C? density having
a classification error of 28.8% and SIFT having an
error of 22.2%. The feature combination of the C*
density and SIFT results in relatively strong cross-
validated classification accuracy for the human
allele test set as well as for classification of human
alleles by a model trained on laboratory-assayed
data, suggesting that the superior performance of
this feature combination is general. Although
these results indicate that a simple residue burial
term can be more useful than more complex struc-
tural properties and rule sets, we anticipate that
features using expert knowledge of protein struc-
ture or explicit modeling of the mutated residue in
a macromolecular force-field will eventually pro-
vide more informative terms for characterizing
mutations.
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When fewer than five to ten homologous
sequences are available, using structural information
results in substantially improved prediction of
intolerant mutations; for instance, when the align-
ments for the laboratory mutation test set are
restricted to three homologs, the addition of struc-
tural information reduces the prediction error by
4.5%, compared to an error reduction of only 1.7%
when full alignments are used. In Lac repressor,
the addition of a structural term to the prediction
when only two homologs are available adds
enough information to improve the prediction
accuracy to that observed when the full alignment
of 21 sequences is used. We observe as well that
even when a deep msa is available for Lac repres-
sor, structure can improve the accuracy of predic-
tions made with sequence alone, due to the
complementarity of the information from structure
and sequence. This is expected, because the struc-
tural information can compensate for sequence
errors that persist even in deep sequence align-
ments, such as those arising from misalignment
and unaccounted covariance among evolutionary
sequence changes, and the evolutionary infor-
mation encodes factors unlikely to be detectable
from structure alone, such as the location of func-
tional sites on the protein surface.

The relative importance of structural and evol-
utionary information in deleterious mutation pre-
diction has an interesting parallel in the related
remote homolog detection problem. The most
widely used remote homolog detection methods,
such as PSI-BLAST, utilize sequence information
alone, but structure-based threading and fold
recognition methods, many of which use sequence
information as well,'**® can often discern more
distant relationships.'® Panchenko et al.” have
examined the relative contribution of sequence
and structural information to the fold recognition
problem, and report that when sequence or struc-
ture is used alone the sequence information gives
better fold recognition results, but that the combi-
nation of sequence and structure is superior to
either used alone, a result that agrees with our
observations for deleterious mutation prediction.

The demonstrated superiority of the SIFT score
to a set of simpler evolutionary features is the
result of SIFI’s incorporation of residue substi-
tution, conservation and biochemical class infor-
mation in a single PSSM-based scoring term. One
possible way of improving our methods would be
to extend this PSSM-based approach by incorporat-
ing information from the local structural environ-
ment into the PSSM calculation. We have
implemented such a method, which modifies the
SIFT algorithm by using CP density-dependent
pseudocounts in the creation of the final PSSM
from which the SIFT score is generated. This was
accomplished by using substitution tables to gener-
ate pseudocount distributions for the PSSM, and
encoding the local structure of each residue into
this distribution by using a substitution table
generated from residues of similar structural

environment (see Methods). When this implemen-
tation of SIFT using structural pseudocounts was
tested, it yielded less accurate prediction results
than the previously discussed C® density/SIFT
classification tree method: for the laboratory and
human test sets, our modification of SIFT had
balanced classification errors of 21.6% and 34.9%
versus 20.5% and 29.6% for the CP density /SIFT
classification tree. The relatively poor performance
of this score could be explained by differences
between the substitution table-based psuedo-
counting method"™ we used and the default SIFT
method of generating pseudocounts from Dirichlet
mixtures." Another detrimental factor could be the
quality of the structurally dependent substitution
tables themselves. In order to create substitution
tables for structural SIFT with sufficient counts to
represent narrow ranges of the CP density, we
collected statistics from full PSI-BLAST alignments
of a non-redundant set of known structures, result-
ing in alignments of lower quality than those made
from smaller, more conserved sequence regions
such as BLOCKS." This trade-off between collecting
sufficient substitution counts and the quality of the
alignments used to derive these counts is likely to
have adversely affected the performance of our
method, and an attempt to optimize the quality of
structural substitution tables for this problem in
the future may prove structural variants of a
PSSM-based method such as SIFT more successful.
Our results show that ab initio predicted struc-
tures may improve deleterious mutation prediction
when experimental structures are unavailable and
few homologous sequences exist. Indeed, our
initial motivation for undertaking this study was
to explore the use of low-resolution models pro-
duced by the Rosetta method" to improve dele-
terious mutation prediction. This approach was
motivated by the observation that the CP density
can significantly enhance the accuracy of predic-
tions made when using SIFT with few homologous
sequences (Figure 2), suggesting that even a coarse
approximation to the C® density may improve pre-
diction when the experimentally determined struc-
ture is not available. We have shown, using a noisy
CP density term approximating the error observed
in structures modeled by ab initio methods, that a
small improvement in prediction (reduction of
error by 2.1%) can be made by combining this
term with SIFT. Thus, while it is probably still pre-
mature to apply information from ab initio modeled
structures to deleterious mutation prediction, it
may be a quite useful endeavor following some
improvement in protein structure prediction.

Methods

Sequence-based features

Blosum62

The Blosumé62 feature for each mutation utilized the
log-likelihood ratios of tolerated residue substitution
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relative to random residue alignment, as calculated by
the BLOSUM method'™ with sequence pairs above 62%
identity clustered to reduce amino acid pair counts from
recently diverged sequence homologs.

Normalized site entropy

The normalized site entropy was calculated using
sequence alignments constructed by SIFT." For each site
in the alignment, the entropy was calculated for the
probability distribution of all residues at that site, and
over each protein chain these entropy values were nor-
malized to the same mean and standard deviation.

SIFT

The SIFT algorithm for deleterious mutation
prediction’ was used in this study with alignments
performed by a modification of the default “SIFT by
conservation” method. In this modification, the NCBI
non-redundant protein database is used for the initial
PSI-BLAST? search and the 600 most diverged homologs
from this search are taken as candidates for the final
alignment. All subsequent steps in calculating the SIFT
score follow the published method. This change was
implemented to include a greater number of diverged
homologs for proteins such as HIV-1 protease, in which
case a large number of very closely related sequences
mask more informative homologs when the default
SIFT alignment method is used.

Test mutation structures

The structural features of proteins in the laboratory
mutagenesis set were calculated from the following
Protein Data Bank® (PDB) structures: 2lzm for T4
lysozyme, 1dif for HIV-1 protease, and lefa for
Escherichia coli Lac repressor. Structural features for HIV-
1 protease and Lac repressor were calculated as dimers,
features for all other proteins in this study were
calculated from individual protein chains.

The structural features of proteins in the human allele
set were calculated by searching the PDB for individual
chain structures at 3.0 A resolution or better with at
least 40% sequence identity with the test set protein.
Given multiple candidate structures, priority was given
to the highest level of sequence identity. Alignments
between the test set protein and the PDB chain sequence
were made using BLAST® and structural features calcu-
lated on the PDB chain were transferred directly to the
aligned residues of the test set protein.

Structure-based features

Residue burial

The two residue burial features used were the CP
density and the relative solvent accessibility. The CP®
density feature is a count of the number of C* atoms
within 10 A of the C® of the mutated residue and the
relative solvent-accessibility is the solvent-accessible sur-
face area of the native residue at the mutation site as
calculated by DSSP* and normalized by the maximum
value for each residue according to Rost & Sander.”

Sunyaev structural rules

The Sunyaev structural rules are recreated from the
structural subset of a larger set of published rules for
identifying deleterious mutations.> We have followed
the published description, except that the solvent-acces-
sible surface area and secondary structure were calcu-
lated by DSSP, and for the human allele test set these
values were calculated from an homologous structure,
as described above. The structural rules included here
are: (1) hydrophobic core disruption: the mutation site
has less than 25% solvent accessibility and the difference
in accessible surface propensity between the two
residues in the mutation is greater than 0.75; (2) buried
charge change: the mutation site has less than 25% sol-
vent accessibility and the mutation entails a change in
electrostatic charge; (3) solubility change: the mutation
site has greater than 50% solvent accessibility and the
accessible surface propensity between the two residues
in the mutation is greater than 2.0; and (4) proline in an
a-helix: any mutation to proline at a site predicted by
DSSP to be part of an a-helix.

Classification with reduced homolog sets

The classification error of predictions made from sub-
sets of all available homologs was found by taking an
average of the classification errors from 30 rounds of pre-
diction using a new random subset of homologs in each
round. The sample classification error for each round
was found by first selecting a random subset of homo-
logs, then calculating homolog-dependent features such
as SIFT from this reduced set, and finally using these
features together with structural features to perform
cross-validated model training and error classification
(except as in Figure 2).

C* density dependent substitution tables

Multiple sequence alignments were created using PSI-
BLAST for each member of a non-redundant set of pro-
tein chains of known structure, with each chain having
a maximum pairwise sequence identity of 50% and a
minimum structural resolution of 2.5 A.* Within each
alignment, sequences with less than 33% sequence
identity with the starting protein chain were removed.
Pairwise substitution counts were then generated from
these trimmed alignments using the BLOSUM method
for clustering similar sequences to reduce pair counts
from insufficiently diverged sequences, with the cluster-
ing threshold set at 62% sequence identity. Using the C?
density value of the starting protein chain at each site,
substitution counts were accumulated for each C® den-
sity value separately. To accumulate sufficient pair
counts for every C? density value in the range of 5-32,
augmented count tables for each value were summed
from a total of five C? density values in the range —2 to
+2 relative to the value of the augmented table. Finally,
the augmented table for each C* density value was con-
verted to pair probabilities of the same type as the gij
values described in the BLOSUM method.

SIFT with structural pseudocounts

The pseudocounting technique from the published
SIFT method was replaced with a technique that distri-
butes pseudocounts so as to reflect the bias of both the
local structural environment and the observed residues
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at an alignment site. This was accomplished by generat-
ing the pseudocount distribution using the data-depen-
dent method of Tatusov et al.,'® a technique that utilizes
amino acid substitution probabilities. At each site, the
table of substitution probabilities used to generate
pseudocounts was selected on the basis of the local
structural environment at that site.

In this study, we have implemented a version of
SIFT with structural pseudocounts in which the local
structural property used to generate the pseudocount
distributions is the C® density. C* density-dependent
amino acid substitution probability tables were gener-
ated for CP density values from 5 to 32, and the
appropriate table was used to generate the pseudo-
count distribution at each site in the msa, dependent
on the CP density of that site in the native or closest hom-
ologous structure.

Approximated Rosetta C* densities

For each protein from a large-scale study of struc-
tures predicted by the Rosetta method,” the five
highest scoring decoy structures were selected from
each of the top five decoy clusters. For each residue
in these decoys, the C® density was calculated and
the average value for each residue was taken over
all five decoys. For each residue over the whole pro-
tein set, the error was found between the average
decoy CP density and the CP density derived from
the native structure. Over a test set of 128 proteins
with an average size of 81 residues, we found the
distribution of this decoy CP density error to have a
standard deviation of 4.5. To generate a rapid
approximation of the decoy CP density error for any
protein, we made the simplifying assumption that
the decoy error was normal and added a random
normal deviate of standard deviation 4.5 to the true
CP density value wherever the approximate decoy
error was used.
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