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#### Abstract

We study large random dissections of polygons. We consider random dissections of a regular polygon with $n$ sides, which are chosen according to Boltzmann weights in the domain of attraction of a stable law of index $\theta \in(1,2]$. As $n$ goes to infinity, we prove that these random dissections converge in distribution toward a random compact set, called the random stable lamination. If $\theta=2$, we recover Aldous' Brownian triangulation. However, if $\theta \in(1,2)$, large faces remain in the limit and a different random compact set appears. We show that the random stable lamination can be coded by the continuous-time height function associated to the normalized excursion of a strictly stable spectrally positive Lévy process of index $\theta$. Using this coding, we establish that the Hausdorff dimension of the stable random lamination is almost surely $2-1 / \theta$.


Introduction. In this article we study large random dissections of polygons. A dissection of a polygon is the union of the sides of the polygon and of a collection of diagonals that may intersect only at their endpoints. The faces are the connected components of the complement of the dissection in the polygon. The particular case of triangulations (when all faces are triangles) has been extensively studied in the literature. For every integer $n \geq 3$, let $P_{n}$ be the regular polygon with $n$ sides whose vertices are the $n$th roots of unity. It is well known that the number of triangulations of $P_{n}$ is the Catalan number of order $n-2$. In the general case, where faces of degree greater than three are allowed, there is no known explicit formula for the number of dissections of $P_{n}$, although an asymptotic estimate is known (see [10, 17]). Probabilistic aspects of uniformly distributed random triangulations have been investigated; see, for example, the articles [18, 19] which study graph-theoretical properties of uniform triangulations (such as the maximal vertex degree or the number of vertices of degree $k$ ). Graph-theoretical properties of uniform dissections of $P_{n}$ have also been studied, extending the previously mentioned results for triangulations (see [3, 10]).

From a more geometrical point of view, Aldous [1,2] studied the shape of a large uniform triangulation viewed as a random compact subset of the closed unit disk. See also the work of Curien and Le Gall [11], who discuss a random continuous triangulation (different from Aldous' one) obtained as a limit of random

[^0]dissections constructed recursively. Our goal is to generalize Aldous' result by studying the shape of large random dissections of $P_{n}$, viewed as random variables with values in the space of all compact subsets of the disk, which is equipped with the usual Hausdorff metric.

Let us state more precisely Aldous' results. Denote by $\mathfrak{t}_{n}$ a uniformly distributed random triangulation of $P_{n}$. There exists a random compact subset $\mathfrak{t}$ of the closed unit disk $\overline{\mathbb{D}}$ such that the sequence $\left(\mathfrak{t}_{n}\right)$ converges in distribution toward $\mathfrak{t}$. The random compact set $\mathfrak{t}$ is a continuous triangulation, in the sense that $\overline{\mathbb{D}} \backslash \mathfrak{t}$ is a disjoint union of open triangles whose vertices belong to the unit circle. Aldous also explains how $\mathfrak{t}$ can be explicitly constructed using the Brownian excursion and computes the Hausdorff dimension of $\mathfrak{t}$, which is equal almost surely to $3 / 2$ (see also [25]).

In this work, we propose to study the following generalization of this model. Consider a probability distribution $\left(\mu_{j}\right)_{j \geq 0}$ on the nonnegative integers such that $\mu_{1}=0$ and the mean of $\mu$ is equal to 1 . We suppose that $\mu$ is in the domain of attraction of a stable law of index $\theta \in(1,2]$. For every integer $n \geq 2$, let $\mathbb{L}_{n}$ be the set of all dissections of $P_{n+1}$, and consider the following Boltzmann probability measure on $\mathbb{L}_{n}$ associated to the weights ( $\mu_{j}$ ):

$$
\mathbb{P}_{n}^{\mu}(\omega)=\frac{1}{Z_{n}} \prod_{f \text { face of } \omega} \mu_{\operatorname{deg}(f)-1}, \quad \omega \in \mathbb{L}_{n}
$$

where $\operatorname{deg}(f)$ is the degree of the face $f$, that is, the number of edges in the boundary of $f$, and $Z_{n}$ is a normalizing constant. Note that the definition of $\mathbb{P}_{n}^{\mu}$ involves only $\mu_{2}, \mu_{3}, \ldots$, and $\mu_{0}$ is the missing constant to obtain a probability measure. Under appropriate conditions on $\mu$, this definition makes sense for all sufficiently large integers $n$. Let us mention two important special cases. If $\mu_{0}=$ $2-\sqrt{2}$ and $\mu_{i}=((2-\sqrt{2}) / 2)^{i-1}$ for every $i \geq 2$, one easily checks that $\mathbb{P}_{n}^{\mu}$ is uniform over $\mathbb{L}_{n}$. If $p \geq 3$ is an integer and if $\mu_{0}=1-1 /(p-1), \mu_{p-1}=$ $1 /(p-1)$ and $\mu_{i}=0$ otherwise, $\mathbb{P}_{n}^{\mu}$ is uniform over dissections of $\mathbb{L}_{n}$ with all faces of degree $p$ (in that case, we must restrict our attention to values of $n$ such that $n-1$ is a multiple of $p-2$, but our results carry over to this setting).

We are interested in the following problem. Let $\mathfrak{l}_{n}$ be a random dissection distributed according to $\mathbb{P}_{n}$. Does the sequence $\left(\mathfrak{l}_{n}\right)$ converge in distribution to a random compact subset of $\overline{\mathbb{D}}$ ? Let us mention that this setting is inspired by [24], where Le Gall and Miermont consider random planar maps chosen according to a Boltzmann probability measure, and show that if the Boltzmann weights do not decrease sufficiently fast, large faces remain in the scaling limit. We will see that this phenomenon occurs in our case as well.

In our main result Theorem 3.1, we first consider the case where the variance of $\mu$ is finite and then show that $\mathfrak{l}_{n}$ converges in distribution to Aldous' Brownian triangulation as $n \rightarrow \infty$. This extends Aldous' theorem to random dissections which are not necessarily triangulations. For instance, we may let $\mathfrak{l}_{n}$ be uniformly
distributed over the set of all dissections whose faces are all quadrangles (or pentagons, or hexagons, etc.). As noted above, this requires that we restrict our attention to a subset of values of $n$, but the convergence of $\mathfrak{l}_{n}$ toward the Brownian triangulation still holds. This maybe surprising result comes from the fact that certain sides of the squares (or of the pentagons, or of the hexagons, etc.) degenerate in the limit. See also the recent paper [10] for other classes of noncrossing configurations of the polygon that converge to the Brownian triangulation.

On the other hand, if $\mu$ is in the domain of attraction of a stable law of index $\theta \in(1,2)$, Theorem 3.1 shows that $\left(\mathfrak{l}_{n}\right)$ converges in distribution to another random compact subset $\mathfrak{l}$ of $\overline{\mathbb{D}}$, which we call the $\theta$-stable random lamination of the disk. The random compact subset $l$ is the union of the unit circle and of infinitely many noncrossing chords, which can be constructed as follows. Let $X^{\text {exc }}=\left(X_{t}^{\text {exc }}\right)_{0 \leq t \leq 1}$ be the normalized excursion of the strictly stable spectrally positive Lévy process of index $\theta$ (see Section 2.1 for a precise definition). For $0 \leq s<t \leq 1$, we set $s \simeq X^{\mathrm{exc}} t$ if $t=\inf \left\{u>s ; X_{u}^{\text {exc }} \leq X_{s-}^{\mathrm{exc}}\right\}$, and $s \simeq^{X^{\mathrm{exc}}} s$ by convention. Then

$$
\begin{equation*}
\mathfrak{l}=\bigcup_{s \simeq X^{\mathrm{exc}}}\left[e^{-2 \mathrm{i} \pi s}, e^{-2 \mathrm{i} \pi t}\right] \tag{1}
\end{equation*}
$$

where $[u, v]$ stands for the line segment between the two complex numbers $u$ and $v$. In particular, the latter set is compact, which is not obvious a priori.

In order to study fine properties of the set $\mathfrak{l}$, we derive an alternative representation in terms of the so-called height process $H^{\text {exc }}=\left(H_{t}^{\text {exc }}\right)_{0 \leq t \leq 1}$ associated with $X^{\text {exc }}$ (see $[12,13]$ for the definition and properties of $H^{\text {exc }}$ ). Note that $H^{\text {exc }}$ is a random continuous function on $[0,1]$ that vanishes at 0 and at 1 and takes positive values on $(0,1)$. Then Theorem 4.5 states that

$$
\begin{equation*}
\mathfrak{l}=\bigcup_{s \approx H^{\mathrm{exc}}}^{t}, ~\left[e^{-2 \mathrm{i} \pi s}, e^{-2 \mathrm{i} \pi t}\right], \tag{2}
\end{equation*}
$$

where, for $s, t \in[0,1], s \approx^{H^{\text {exc }}} t$ if $H_{s}^{\text {exc }}=H_{t}^{\text {exc }}$ and $H_{r}^{\text {exc }}>H_{s}^{\text {exc }}$ for every $r \in$ ( $s \wedge t, s \vee t$ ), or if ( $s, t$ ) is a limit of pairs satisfying these properties. This is very closely related to the equivalence relation used to define the so-called stable tree, which is coded by $H^{\text {exc }}$ (see [12]). The representation (2) thus shows that the $\theta$ stable random lamination is connected to the $\theta$-stable tree in the same way as the Brownian triangulation is connected to the Brownian CRT (see [2] for applications of the latter connection). The representation (2) also allows us to establish that the Hausdorff dimension of $\mathfrak{l}$ is almost surely equal to $2-1 / \theta$. Note that for $\theta=2$, we obtain a Hausdorff dimension equal to $3 / 2$, which is consistent with Aldous' result. Additionally, we verify that the Hausdorff dimension of the set of endpoints of all chords in $\mathfrak{l}$ is equal to $1-1 / \theta$.

Finally, we derive precise information about the faces of $\mathfrak{l}$, which are the connected components of the complement of $\mathfrak{l}$ in the closed unit disk. When $\theta=2$, we already noted that all faces are triangles. On the other hand, when $\theta \in(1,2)$,
each face is bounded by infinitely many chords. We prove more precisely that the set of extreme points of the closure of a face (or, equivalently, the set of points of the closure that lie on the circle) has Hausdorff dimension $1 / \theta$.

Let us now sketch the main techniques and arguments used to establish the previous assertions. A key ingredient is the fact that the dual graph of $\mathfrak{l}_{n}$ is a GaltonWatson tree conditioned on having $n$ leaves. In our previous work [21], we establish limit theorems for Galton-Watson trees conditioned on their number of leaves and, in particular, we prove an invariance principle stating that the rescaled Lukasiewicz path of a Galton-Watson tree conditioned on having $n$ leaves converges in distribution to $X^{\text {exc }}$ (see Theorem 3.3 below). Using this result, we are able to show that $\mathfrak{l}_{n}$ converges toward the random compact set $\mathfrak{l}$ described by (1). The representation (2) then follows from relations between $X^{\text {exc }}$ and $H^{\text {exc }}$. Finally, we use (2) to verify that the Hausdorff dimension of $\mathfrak{l}$ is almost surely equal to $2-1 / \theta$. This calculation relies in part on the time-reversibility of the process $H^{\text {exc }}$. It seems more difficult to derive the Hausdorff dimension of $\mathfrak{l}$ from the representation (1).

The paper [10] develops a number of applications of the present work to enumeration problems and asymptotic properties of uniformly distributed random dissections.

The paper is organized as follows. In Section 1 we present the discrete framework. In particular, we introduce Galton-Watson trees and their coding functions. In Section 2 we discuss the normalized excursion of the strictly stable spectrally positive Lévy process of index $\theta$ and its associated lamination $L\left(X^{\text {exc }}\right)$. In Section 3 we prove that $\left(l_{n}\right)$ converges in distribution toward $L\left(X^{\text {exc }}\right)$. In Section 4 we start by introducing the continuous-time height process $H^{\text {exc }}$ associated to $X^{\text {exc }}$ and we then show that $L\left(X^{\text {exc }}\right)$ can be coded by $H^{\text {exc }}$. In Section 5 we use the time-reversibility of $H^{\text {exc }}$ to calculate the Hausdorff dimension of the stable lamination.

Throughout this work, the notation $\bar{A}$ stands for the closure of a subset $A$ of the plane.

## 1. The discrete setting: Dissections and trees.

### 1.1. Boltzmann dissections.

DEFINITION 1.1. A dissection of a polygon is the union of the sides of the polygon and of a collection of diagonals that may intersect only at their endpoints. A face $f$ of a dissection $\omega$ of a polygon $P$ is a connected component of the complement of $\omega$ inside $P$; its degree, denoted by $\operatorname{deg}(f)$, is the number of sides surrounding $f$. See Figure 1 for an example.

Let $\left(\mu_{i}\right)_{i \geq 2}$ be a sequence of nonnegative real numbers. For every integer $n \geq 3$, let $P_{n}$ be the regular polygon of the plane whose vertices are the $n$th roots of unity.


FIG. 1. Random dissections of $P_{27183}$ for $\theta=1.1$, of $P_{11655}$ for $\theta=1.5$ and of $P_{20999}$ for $\theta=1.9$.

For every $n \geq 2$, let $\mathbb{L}_{n}$ be the set of all dissections of $P_{n+1}$. Note that $\mathbb{L}_{n}$ is a finite set. Let $\mathbb{L}=\bigcup_{n \geq 2} \mathbb{L}_{n}$ be the set of all dissections. A weight $\pi(\omega)$ is associated to each dissection $\omega \in \mathbb{L}_{n}$ by setting

$$
\pi(\omega)=\prod_{f \text { face of } \omega} \mu_{\operatorname{deg}(f)-1}
$$

We define a probability measure on $\mathbb{L}_{n}$ by normalizing these weights. More precisely, we set

$$
\begin{equation*}
Z_{n}=\sum_{w \in \mathbb{L}_{n}} \pi(w) \tag{3}
\end{equation*}
$$

and for every $n \geq 2$ such that $Z_{n}>0$,

$$
\mathbb{P}_{n}^{\mu}(\omega)=\frac{1}{Z_{n}} \pi(\omega)
$$

for $\omega \in \mathbb{L}_{n}$.
We are interested in the asymptotic behavior of random dissections sampled according to $\mathbb{P}_{n}^{\mu}$. Let $\overline{\mathbb{D}}$ be the closed unit disk of the complex plane and let $\mathcal{C}$ be the set of all compact subsets of $\overline{\mathbb{D}}$. We equip $\mathcal{C}$ with the Hausdorff distance $d_{H}$, so that $\left(\mathcal{C}, d_{H}\right)$ is a compact metric space. In the following, we will always view a dissection as an element of this metric space.

We are interested in the following question. For every $n \geq 2$ such that $Z_{n}>$ 0 , let $\mathfrak{l}_{n}$ be a random dissection distributing according to $\mathbb{P}_{n}^{\mu}$. Does there exist a limiting random compact set $\mathfrak{l}$ such that $\mathfrak{l}_{n}$ converges in distribution toward $\mathfrak{l}$ ?

We shall answer this question for some specific families of sequences $\left(\mu_{i}\right)_{i \geq 2}$ defined as follows. Let $\theta \in(1,2]$. We say that a sequence of nonnegative real numbers $\left(\mu_{j}\right)_{j \geq 2}$ satisfies the condition $\left(H_{\theta}\right)$ if:
$-\mu$ is critical, meaning that $\sum_{i=2}^{\infty} i \mu_{i}=1$. Note that this condition implies $\sum_{i=2}^{\infty} \mu_{i}<1$.

- Set $\mu_{1}=0$ and $\mu_{0}=1-\sum_{i=2}^{\infty} \mu_{i}$. Then $\left(\mu_{j}\right)_{j \geq 0}$ is a probability measure in the domain of attraction of a stable law of index $\theta$.

Recall that the second condition is equivalent to saying that if $X$ is a random variable such that $\mathbb{P}[X=j]=\mu_{j}$ for $j \geq 0$, then either $X$ has finite variance or $\mathbb{P}[X \geq j]=j^{-\theta} L(j)$, where $L$ is a function such that $\lim _{x \rightarrow \infty} L(t x) / L(x)=1$ for all $t>0$ (such a function is called slowly varying at infinity). We refer to [7] or [15], Chapter 3.7, for details.
1.2. Random dissections and Galton-Watson trees. In this subsection we explain how to associate a dual object to a dissection. This dual object is a finite rooted ordered tree. The study of large random dissections will then boil down to the study of large Galton-Watson trees, which is a more familiar realm.

DEFINITION 1.2. Let $\mathbb{N}=\{0,1, \ldots\}$ be the set of all nonnegative integers, $\mathbb{N}^{*}=\{1,2, \ldots\}$, and let $U$ be the set of labels

$$
U=\bigcup_{n=0}^{\infty}\left(\mathbb{N}^{*}\right)^{n}
$$

where by convention $\left(\mathbb{N}^{*}\right)^{0}=\{\varnothing\}$. An element of $U$ is a sequence $u=u_{1} \cdots u_{m}$ of positive integers, and we set $|u|=m$, which represents the "generation" of $u$. If $u=u_{1} \cdots u_{m}$ and $v=v_{1} \cdots v_{n}$ belong to $U$, we write $u v=u_{1} \cdots u_{m} v_{1} \cdots v_{n}$ for the concatenation of $u$ and $v$. In particular, note that $u \varnothing=\varnothing u=u$. Finally, a rooted ordered tree $\tau$ is a finite subset of $U$ such that:
(1) $\varnothing \in \tau$;
(2) if $v \in \tau$ and $v=u j$ for some $j \in \mathbb{N}^{*}$, then $u \in \tau$;
(3) for every $u \in \tau$, there exists an integer $k_{u}(\tau) \geq 0$ such that, for every $j \in \mathbb{N}^{*}$, $u j \in \tau$ if and only if $1 \leq j \leq k_{u}(\tau)$.

In the following, by tree we will always mean rooted ordered tree. We denote the set of all trees by $\mathbb{T}$. We will often view each vertex of a tree $\tau$ as an individual of a population whose $\tau$ is the genealogical tree. The total progeny of $\tau, \operatorname{Card}(\tau)$, will be denoted by $\zeta(\tau)$. A leaf of a tree $\tau$ is a vertex $u \in \tau$ such that $k_{u}(\tau)=0$. The total number of leaves of $\tau$ will be denoted by $\lambda(\tau)$. If $\tau$ is a tree and $u \in \tau$, we define the shift of $\tau$ at $u$ by $T_{u} \tau=\{v \in U ; u v \in \tau\}$, which is itself a tree.

Given a dissection $\omega \in \mathbb{L}_{n}$, we construct a (rooted ordered) tree $\phi(\omega)$ as follows: consider the dual graph of $\omega$, obtained by placing a vertex inside each face of $\omega$ and outside each side of the polygon $P_{n+1}$ and by joining two vertices if the corresponding faces share a common edge, thus giving a connected graph without cycles. Then remove the dual edge intersecting the side $\left[1, e^{2 i \pi /(n+1)}\right]$ of $P_{n}$. Finally, root the graph at the dual vertex corresponding to the face adjacent to the side $\left[1, e^{2 i \pi /(n+1)}\right]$ (see Figure 2). The planar structure now allows us to associate a tree $\phi(\omega)$ to this graph, in a way that should be obvious from Figure 2. Note that $k_{u}(\phi(\omega)) \neq 1$ for every $u \in \phi(\omega)$.


FIG. 2. The dual tree of a dissection, rooted at the bold vertex.

For every integer $n \geq 2$, let $\mathbb{T}_{(n)}$ stand for the set of all trees $\tau \in \mathbb{T}$ with exactly $n$ leaves and such that $k_{u}(\tau) \neq 1$ for every $u \in \tau$. The preceding construction provides a bijection $\phi$ from $\mathbb{L}_{n}$ onto $\mathbb{T}_{(n)}$. Furthermore, if $\tau=\phi(\omega)$ for $\omega \in \mathbb{L}_{n}$, there is a one-to-one correspondence between internal vertices of $\tau$ and faces of $\omega$, such that if $u$ is an internal vertex of $\tau$ and $f$ is the associated face of $\omega$, we have $\operatorname{deg} f=k_{u}(\tau)+1$. The latter property should be clear from our construction.

DEFINITION 1.3. Let $\rho$ be a probability measure on $\mathbb{N}$ with mean less than or equal to 1 and such that $\rho(1)<1$. The law of the Galton-Watson tree with offspring distribution $\rho$ is the unique probability measure $\mathbb{P}_{\rho}$ on $\mathbb{T}$ such that:
(1) $\mathbb{P}_{\rho}\left[k_{\varnothing}=j\right]=\rho(j)$ for $j \geq 0$;
(2) for every $j \geq 1$ with $\rho(j)>0$, the shifted trees $T_{1} \tau, \ldots, T_{j} \tau$ are independent under the conditional probability $\mathbb{P}_{\rho}\left[\cdot \mid k_{\varnothing}=j\right]$ and their conditional distribution is $\mathbb{P}_{\rho}$.

A random tree with distribution $\mathbb{P}_{\rho}$ will sometimes be called a $G W_{\rho}$ tree.

Proposition 1.4. Let $\left(\mu_{j}\right)_{j \geq 2}$ be a sequence of nonnegative real numbers such that $\sum_{j=2}^{\infty} j \mu_{j}=1$. Put $\mu_{1}=0$ and $\mu_{0}=1-\sum_{j=2}^{\infty} \mu_{j}$ so that $\mu=\left(\mu_{j}\right)_{j \geq 0}$ defines a probability measure on $\mathbb{N}$, which satisfies the assumptions of Definition 1.3. Let $n \geq 2$ and let $Z_{n}$ be defined as in (3). Then $Z_{n}>0$ if, and only if, $\mathbb{P}_{\mu}[\lambda(\tau)=n]>0$. Assume that this condition holds. Then if $\mathfrak{l}_{n}$ is a random dissection distributed according to $\mathbb{P}_{n}^{\mu}$, the tree $\phi\left(\mathfrak{l}_{n}\right)$ is distributed according to $\mathbb{P}_{\mu}[\cdot \mid \lambda(\tau)=n]$.

Proof. Let $\tau \in \mathbb{T}_{(n)}$ and $\omega=\phi^{-1}(\tau)$. Then

$$
\begin{equation*}
\mathbb{P}_{\mu}(\tau)=\prod_{u \in \tau} \mu_{k_{u}(\tau)}=\mu_{0}^{n} \prod_{f \text { face of } \omega} \mu_{\operatorname{deg}(f)-1}=\mu_{0}^{n} \pi(\omega) . \tag{4}
\end{equation*}
$$

The first equality is a well-known property of Galton-Watson trees (see, e.g., Proposition 1.4 in [22]). The second one follows from the observations preceding Definition 1.3, and the last one is the definition of $\pi(\omega)$. From (4), we now get that $\mathbb{P}_{\mu}\left(\mathbb{T}_{(n)}\right)=\mu_{0}^{n} Z_{n}$, and then (if these quantities are positive) that $\mathbb{P}_{\mu}\left(\tau \mid \mathbb{T}_{(n)}\right)=\mathbb{P}_{n}^{\mu}(\omega)$, giving the last assertion of the proposition.

REMARK 1.5. The preceding proposition will be a major ingredient of our study. We will derive information about the random dissection $\mathfrak{l}_{n}$ (when $n \rightarrow \infty$ ) from asymptotic results for the random trees $\phi\left(\mathfrak{l}_{n}\right)$. To this end, we will assume that $\left(\mu_{j}\right)_{j \geq 2}$ satisfies condition $\left(H_{\theta}\right)$ for some $\theta \in(1,2]$, which will allow us to use the limit theorems of [21] for Galton-Watson trees conditioned to have a (fixed) large number of leaves.
1.3. Coding trees and dissections. In the previous subsection we have seen that certain random dissections are coded by conditioned Galton-Watson trees. We now explain how trees themselves can be coded by two functions, called, respectively, the Lukasiewicz path and the height function (see Figures 3 and 4 for an example). These codings are crucial in the understanding of large Galton-Watson trees and thus of large random dissections.


Fig. 3. The dual tree $\tau$ associated to the dissection of Figure 2 with its vertices indexed in lexicographical order. Here, $\zeta(\tau)=26$.


FIG. 4. The Lukasiewicz path $\left(W_{u}(\tau), 0 \leq u \leq \zeta(\tau)\right)$ and the height function $\left(H_{u}(\tau), 0 \leq u<\zeta(\tau)\right.$ of $\tau$.

We write $u<v$ for the lexicographical order on the set $U$ (e.g., $\varnothing<1<21<$ 22). In the following, we will denote the children of a tree $\tau$ listed in lexicographical order by $\varnothing=u(0)<u(1)<\cdots<u(\zeta(\tau)-1)$.

DEFINITION 1.6. Let $\tau \in \mathbb{T}$. The height process $H(\tau)=\left(H_{n}(\tau), 0 \leq n<\right.$ $\zeta(\tau)$ ) is defined, for $0 \leq n<\zeta(\tau)$, by $H_{n}(\tau)=|u(n)|$. The Lukasiewicz path $W(\tau)=\left(W_{n}(\tau), 0 \leq n \leq \zeta(\tau)\right)$ is defined by $W_{0}(\tau)=0$ and $W_{n+1}(\tau)=W_{n}(\tau)+$ $k_{u(n)}(\tau)-1$ for $0 \leq n \leq \zeta(\tau)-1$.

It is easy to see that $W_{n}(\tau) \geq 0$ for $0 \leq n<\zeta(\tau)$ but $W_{\zeta}(\tau)=-1$ (see, e.g., [22]).

Consider a dissection $\omega$, its dual tree $\tau=\phi(\omega)$ and $W(\tau)$, the associated Lukasiewicz path. We now explain how to reconstruct $\omega$ from $W(\tau)$. As a first step, recall that an internal vertex $u$ of $\tau$ is associated to a face $f$ of $\omega$, and that the chords bounding $f$ are in bijection with the dual edges linking $u$ to its children and to its parent. The following proposition explains how to find all the children of a given vertex of $\tau$ using only $W$ or $H$, and will be useful to construct the edges linking the vertex $u \in \tau$ to its children.

Proposition 1.7. Let $\tau \in \mathbb{T}$, and let $u(0), \ldots, u(\zeta(\tau)-1)$ be as above the vertices of $\tau$ listed in lexicographical order. Fix $n \in\{0,1, \ldots, \zeta(\tau)-1\}$ such that $k_{u(n)}(\tau)>0$ and set $k=k_{u(n)}(\tau)$.
(i) Let $s_{1}, \ldots, s_{k} \in\{0,1, \ldots, \zeta(\tau)-1\}$ be defined by setting $s_{i}=\inf \{l \geq n+$ 1 ; $\left.W_{l}(\tau)=W_{n+1}(\tau)-(i-1)\right\}$ for $1 \leq i \leq k$ (in particular, $s_{1}=n+1$ ). Then $u\left(s_{1}\right), u\left(s_{2}\right), \ldots, u\left(s_{k}\right)$ are the children of $u(n)$ listed in lexicographical order.
(ii) We have $H_{s_{1}}(\tau)=H_{s_{2}}(\tau)=\cdots=H_{s_{k}}(\tau)=H_{n}(\tau)+1$. Furthermore, for $1 \leq i \leq k-1$,

$$
H_{j}(\tau)>H_{s_{i}}(\tau)=H_{s_{i+1}}(\tau) \quad \forall j \in\left(s_{r}, s_{r+1}\right) \cap \mathbb{N}
$$

Proof. We leave this as an exercise (or see the proof of Proposition 1.2 in [22]) and encourage the reader to visualize what this means on Figure 4.

In a second step, we explain how to reconstruct the dissection from the Lukasiewicz path of its dual tree.

PROPOSITION 1.8. Let $\zeta \geq 2$ be an integer and let $Z=\left(Z_{n}, 0 \leq n \leq \zeta\right)$ be a sequence of integers such that $Z_{0}=0, Z_{\zeta}=-1, Z_{k} \geq 0$ for $0 \leq k<\zeta$ and $Z_{i+1}-Z_{i} \in\{-1,1,2,3, \ldots\}$ for $0 \leq i<\zeta$. For $0 \leq i<\zeta$, set $X_{i}=Z_{i+1}-Z_{i}$ and, for $1 \leq i \leq \zeta$,

$$
\Lambda(i)=\operatorname{Card}\left\{0 \leq j<i ; X_{j}=-1\right\}
$$

For every integer $i \in\{0,1, \ldots, \zeta(\tau)-1\}$ such that $X_{i} \geq 1$, set $k_{i}=X_{i}+1$ and let $s_{1}^{i}, \ldots, s_{k_{i}+2}^{i}$ be defined by $s_{1}^{i}=s_{k_{i}+2}^{i}=i+1$ and $s_{m+1}^{i}=\inf \left\{l \geq i+1 ; Z_{l}=\right.$ $\left.Z_{i+1}-m\right\}$ for $1 \leq m \leq k_{i}$. Then the set $D(Z)$ defined by

$$
\begin{equation*}
D(Z)=\bigcup_{i ; X_{i} \geq 1} \bigcup_{j=1}^{k_{i}+1}\left[\exp \left(-2 \mathrm{i} \pi \frac{\Lambda\left(s_{j}^{i}\right)}{\Lambda(\zeta)+1}\right), \exp \left(-2 \mathrm{i} \pi \frac{\Lambda\left(s_{j+1}^{i}\right)}{\Lambda(\zeta)+1}\right)\right] \tag{5}
\end{equation*}
$$

is a dissection of the polygon $P_{\Lambda(\zeta)+1}$ called the dissection coded by $Z$.
Note that if $\tau$ is a tree (different from the trivial tree $\{\varnothing\}$ ), if $u(0), \ldots, u(\zeta(\tau)-$ 1) are its vertices listed in lexicographical order and $Z=W(\tau)$, then $\Lambda(i)$ is the number of leaves among $u(0), u(1), \ldots u(i-1)$ [in particular, $\Lambda(\zeta)$ is the number of leaves of $\tau], k_{i}$ is the number of children of $u(i)$, and $s_{m}^{i}$ is the index of the $m$ th child of $u(i)$ for $1 \leq m \leq k_{i}$.

Proof. First notice that, for all pairs $(i, j)$ occurring in the union of (5), we have $\Lambda\left(s_{j}^{i}\right) \neq \Lambda\left(s_{j+1}^{i}\right)$. We then check that all edges of the polygon $P_{\Lambda(\zeta)+1}$ appear in the right-hand side of (5). To this end, fix $\ell \in\{0,1, \ldots, \Lambda(\zeta)-1\}$. Then there is a unique integer $k \in\{1,2, \ldots, \zeta-1\}$ such that $X_{k}=-1$ and $\Lambda(k)=\ell$. Set

$$
i=\sup \left\{j \in\{0,1, \ldots, k-1\}: Z_{j} \leq Z_{k}\right\}
$$

and $m=Z_{i+1}-Z_{k}+1$. Notice that $1 \leq m \leq k_{i}$ since $Z_{k} \geq Z_{i}$ by construction. It is now a simple matter to verify that $s_{m}^{i}=k$ and $s_{m+1}^{i}=k+1$. Recalling that $\Lambda(k)=\ell$ and $\Lambda(k+1)=\ell+1$, we get that the line segment

$$
\left[\exp \left(-2 \mathrm{i} \pi \frac{\ell}{\Lambda(\zeta)+1}\right), \exp \left(-2 \mathrm{i} \pi \frac{\ell+1}{\Lambda(\zeta)+1}\right)\right]
$$

appears in the right-hand side of (5). We therefore get that $D(Z)$ contains all edges of $P_{\Lambda(\zeta)+1}$ with the possible exception of the edge $\left[1, \exp \left(-2 \mathrm{i} \pi \frac{\Lambda(\zeta)}{\Lambda(\zeta)+1}\right)\right]$. However, the latter edge also appears in the union of (5), taking $i=0$ and $j=k_{0}+1$ and noting that $s_{k_{0}+1}^{0}=\zeta$ and $s_{k_{0}+2}^{0}=1$.

Next suppose that $0 \leq i<\zeta, 0 \leq i^{\prime}<\zeta$ are such that $k_{i} \geq 1, k_{i^{\prime}} \geq 1$. Let $j \in$ $\left\{1, \ldots, k_{i}+1\right\}, j^{\prime} \in\left\{1, \ldots, k_{i^{\prime}}+1\right\}$. If $(i, j) \neq\left(i^{\prime}, j^{\prime}\right)$, one easily checks that either the intervals $\left(s_{j}^{i}, s_{j+1}^{i}\right)$ are disjoint or one of them is contained in either one. It follows that the chords corresponding, respectively, to $(i, j)$ and to $\left(i^{\prime}, j^{\prime}\right)$ in the union of (5) are noncrossing. Hence, $D(Z)$ is a dissection.

LEmma 1.9. For every dissection $\omega \in \mathbb{L}$, we have $D(W(\phi(\omega)))=\omega$. In other words, a dissection is equal to the dissection coded by the Lukasiewicz path of its dual tree.

Proof. This is a consequence of our construction. Suppose that $\omega \in \mathbb{L}_{n}$, for some $n \geq 2$, and set $\tau=\phi(\omega)$. Fix a face $f$ of $\omega$ and the corresponding dual vertex $u(i) \in \phi(\omega)$ (recall that the faces of $f$ are in one-to-one correspondence with the internal vertices of $\tau$ ). Denote the Lukasiewicz path of $\tau$ by $Z=W(\tau)$. First notice that the degree of $f$ is equal to $1+k_{u(i)}=Z_{i+1}-Z_{i}+2$, where $k_{u(i)}$ is the number of children of $u(i)$. To simplify notation, set $k_{i}=k_{u(i)}$. Let $s_{1}^{i}, \ldots, s_{k_{i}+2}^{i}$ be defined as in Proposition 1.8. By Proposition 1.7, $u\left(s_{1}^{i}\right), u\left(s_{2}^{i}\right), \ldots, u\left(s_{k_{i}}^{i}\right)$ are the children of $u(i)$.

As in Proposition 1.8, we set, for every $1 \leq i \leq \zeta, \Lambda(i)=\operatorname{Card}\{0 \leq j<$ $\left.i ; Z_{j+1}-Z_{j}=-1\right\}$, which represents the number of leaves among the first $i$ vertices of $\tau$. Note that $\Lambda(\zeta(\tau))=n$. Then, assuming that $k_{i} \geq 2$ :

- For every $1 \leq j \leq k_{i}$ the chord of $\omega$ which intersects the dual edge linking $u(i)$ to its $j$ th child is

$$
\left[\exp \left(-2 \mathrm{i} \pi \frac{\Lambda\left(s_{j}^{i}\right)}{n+1}\right), \exp \left(-2 \mathrm{i} \pi \frac{\Lambda\left(s_{j+1}^{i}\right)}{n+1}\right)\right]
$$

- The chord of $\omega$ intersecting the dual edge linking $u(i)$ to its parent is

$$
\left[\exp \left(-2 \mathrm{i} \pi \frac{\Lambda\left(s_{k_{i}+1}^{i}\right)}{n+1}\right), \exp \left(-2 \mathrm{i} \pi \frac{\Lambda\left(s_{1}^{i}\right)}{n+1}\right)\right]
$$

Indeed, a look at Figure 2 should convince the reader that the vertices

$$
\exp \left(-2 \mathrm{i} \pi \frac{\Lambda\left(s_{j}^{i}\right)}{n+1}\right), \quad 1 \leq j \leq k_{i}+1
$$

are exactly the vertices belonging to the boundary of the face associated with $u(i)$ listed in clockwise order. Consequently, the preceding chords are exactly the ones that bound this face. Since this holds for every face $f$ of $\omega$, the conclusion follows.
2. The continuous setting: Construction of the stable lamination. In this section we present the continuous background by first introducing the normalized excursion $X^{\text {exc }}$ of the $\theta$-stable Lévy process. This process is important for our purposes because $X^{\mathrm{exc}}$ will appear as the limit in the Skorokhod sense of the rescaled Lukasiewicz paths of large $G W_{\mu}$ trees coding discrete dissections. We then use $X^{\mathrm{exc}}$ to construct a random compact subset of the closed unit disk, which will be our candidate for the limit in distribution of the random dissections we are considering. Two cases will be distinguished: the case $\theta=2$, where $X^{\mathrm{exc}}$ is continuous, and the case $\theta \in(1,2)$, where the set of discontinuities of $X^{\mathrm{exc}}$ is dense.
2.1. The normalized excursion of the Lévy process. We follow the presentation of [12] and refer to [4] for the proof of the results recalled in this subsection. The underlying probability space will be denoted by $(\Omega, \mathcal{F}, \mathbb{P})$. Let $X$ be a process with paths in $\mathbb{D}\left(\mathbb{R}_{+}, \mathbb{R}\right)$, the space of right-continuous with left limits (càdlàg) real-valued functions, endowed with the Skorokhod topology. We refer the reader to [6], Chapter 3 and [20], Chapter VI, for background concerning the Skorokhod topology. We denote by $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ the canonical filtration of $X$ augmented with the $\mathbb{P}$-negligible sets. We assume that $X$ is a strictly stable spectrally positive Lévy process of index $\theta$ normalized so that for every $\lambda>0$,

$$
\mathbb{E}\left[\exp \left(-\lambda X_{t}\right)\right]=\exp \left(t \lambda^{\theta}\right)
$$

In the following, by the $\theta$-stable Lévy process we will always mean such a Lévy process. In particular, for $\theta=2$ the process $X$ is $\sqrt{2}$ times the standard Brownian motion on the line. Recall that $X$ enjoys the following scaling property: For every $c>0$, the process $\left(c^{-1 / \theta} X_{c t}, t \geq 0\right)$ has the same law as $X$. Also recall that when $1<\theta<2$, the Lévy measure $\pi$ of $X$ is

$$
\pi(d r)=\frac{\theta(\theta-1)}{\Gamma(2-\theta)} r^{-\theta-1} 1_{(0, \infty)} d r .
$$

For $s>0$, we set $\Delta X_{s}=X_{s}-X_{s-}$. The following notation will be useful: for $0 \leq s<t$,

$$
I_{t}^{s}=\inf _{[s, t]} X, \quad I_{t}=\inf _{[0, t]} X, \quad S_{t}=\sup _{[0, t]} X
$$

Notice that the process $I$ is continuous since $X$ has no negative jumps.
We have $X_{0}=0$ and $I_{t}<0<S_{t}$ for every $t>0$ almost surely [meaning that the point 0 is regular both for $(0, \infty)$ and for $(-\infty, 0)$ with respect to $X$ ]. The process $X-I$ is a strong Markov process and 0 is regular for itself with respect to $X-I$. We may and will choose $-I$ as the local time of $X-I$ at level 0 . Let $\left(g_{i}, d_{i}\right), i \in \mathcal{I}$ be the excursion intervals of $X-I$ away from 0 . For every $i \in \mathcal{I}$ and $s \geq 0$, set $\omega_{s}^{i}=X_{\left(g_{i}+s\right) \wedge d_{i}}-X_{g_{i}}$. We view $\omega^{i}$ as an element of the excursion space $\mathcal{E}$, which is defined by

$$
\mathcal{E}=\left\{\omega \in \mathbb{D}\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right) ; \omega(0)=0 \text { and } \zeta(\omega):=\sup \{s>0 ; \omega(s)>0\} \in(0, \infty)\right\}
$$



FIG. 5. Simulations of $X^{\text {exc }}$ for, respectively, $\theta=1.1,1.5,1.9$.

If $\omega \in \mathcal{E}$, we call $\zeta(\omega)$ the lifetime of the excursion $\omega$. From Itô's excursion theory, the point measure

$$
\mathcal{N}(d t d \omega)=\sum_{i \in \mathcal{I}} \delta_{\left(-I_{g_{i}}, \omega^{i}\right)}
$$

is a Poisson measure with intensity $d t N(d \omega)$, where $N(d \omega)$ is a $\sigma$-finite measure on the set $\mathcal{E}$.

Let us define the normalized excursion of the $\theta$-stable Lévy process. Define, for every $\lambda>0$, the re-scaling operator $S^{(\lambda)}$ on the set of excursions by $S^{(\lambda)}(\omega)=$ $\left(\lambda^{1 / \theta} \omega(s / \lambda), s \geq 0\right)$. The scaling property of X shows that the image of $N(\cdot \mid \zeta>t)$ under $S^{(1 / \zeta)}$ does not depend on $t>0$. This common law, which is supported on the càdlàg paths with unit lifetime, is called the law of the normalized excursion of $X$ and denoted by $\mathbb{P}^{\text {exc }}$. Informally, $\mathbb{P}^{\text {exc }}$ is the law of an excursion under the Itô measure conditioned to have unit lifetime. In the following, ( $X_{t}^{\mathrm{exc}} ; 0 \leq t \leq$ $1)$ will stand for a process defined on $(\Omega, \mathcal{F}, \mathbb{P})$ with paths in $\mathbb{D}\left([0,1], \mathbb{R}_{+}\right)$and whose distribution under $\mathbb{P}$ is $\mathbb{P}^{\text {exc }}$ (see Figure 5 for a simulation). Note that $X_{0}^{\text {exc }}=$ $X_{1}^{\text {exc }}=0$.

As for the Brownian excursion, the normalized excursion can be constructed directly from the Lévy process $X$. We state Chaumont's result [9] without proof. Let $\left(\underline{g}_{1}, \underline{d}_{1}\right)$ be the excursion interval of $X-I$ straddling 1. More precisely, $\underline{g}_{1}=$ $\sup \left\{s \leq 1 ; X_{s}=I_{s}\right\}$ and $\underline{d}_{1}=\inf \left\{s>1 ; X_{s}=I_{s}\right\}$. Let $\zeta_{1}=\underline{d}_{1}-\underline{g}_{1}$ be the length of this excursion.

Proposition 2.1 (Chaumont). Set $X_{s}^{*}=\zeta_{1}^{-1 / \theta}\left(X_{\underline{g}_{1}+\zeta_{1} s}-X_{\underline{g}_{1}}\right)$ for every $s \in$ $[0,1]$. Then $X^{*}$ is distributed according to $\mathbb{P}^{\text {exc }}$.
2.2. The $\theta$-stable lamination of the disk. The open unit disk of the complex plane $\mathbb{C}$ is denoted by $\mathbb{D}=\{z \in \mathbb{C} ;|z|<1\}$ and $\mathbb{S}_{1}$ is the unit circle. If $x, y$ are distinct points of $\mathbb{S}_{1}$, we recall that $[x, y]$ stands for the line segment between $x$ and $y$. By convention, $[x, x]$ is equal to the singleton $\{x\}$.

DEFINITION 2.2. A geodesic lamination $L$ of $\overline{\mathbb{D}}$ is a closed subset $L$ of $\overline{\mathbb{D}}$ which can be written as the union of a collection of noncrossing chords. The lamination $L$ is maximal if it is maximal for the inclusion relation among geodesic laminations of $\overline{\mathbb{D}}$. In the sequel, by lamination we will always mean geodesic lamination of $\overline{\mathbb{D}}$.

REMARK 2.3. In hyperbolic geometry, geodesic laminations of the disk are defined as closed subsets of the open hyperbolic disk [8]. As in [11], we prefer to see these laminations as compact subsets of $\overline{\mathbb{D}}$ because this will allow us to study the convergence of laminations in the sense of the Hausdorff distance on compact subsets of $\overline{\mathbb{D}}$.

It is not hard to check that the set of all geodesic laminations is closed with respect to the Hausdorff distance.

### 2.2.1. The Brownian triangulation.

Definition 2.4. The Brownian excursion e is defined as $X^{\text {exc }}$ for $\theta=2$. For $u, v \in[0,1]$ we set $u \stackrel{\mathbb{e}}{\sim} v$ if $\mathbb{e}_{u \wedge v}=\mathbb{E}_{u \vee v}=\min _{t \in[u \wedge v, u \vee v]} \mathbb{E}_{t}$.

Note that, with our normalization of $X^{\mathrm{exc}}, \mathbb{e} / \sqrt{2}$ is the standard Brownian excursion. It is well known that the local minima of $e$ are distinct almost surely. In the following, we always discard the set of probability zero where this property fails.

Proposition 2.5 (Aldous [1]-Le Gall and Paulin [25]). Define $\mathbf{L}(\mathbb{e})$ by

$$
\mathbf{L}(\mathbb{e})=\bigcup_{\substack{\mathscr{Q} \\ \sim}}\left[e^{-2 \mathrm{i} \pi s}, e^{-2 \mathrm{i} \pi t}\right] .
$$

Then $\mathbf{L}(\mathbb{e})$ is a maximal geodesic lamination of $\overline{\mathbb{D}}$ [see Figure 6 for a simulation of $\mathbf{L ( e )}$ ].

REMARK 2.6. Both the property that $\mathbf{L}(\mathbb{e})$ is a lamination and its maximality property are related to the fact that local minima of $\mathbb{e}$ are distinct. The connected components of $\overline{\mathbb{D}} \backslash \mathbf{L}(\mathbb{e})$ are open triangles whose vertices belong to $\mathbb{S}_{1}$. For this reason we call $\mathbf{L}(\mathbb{e})$ the Brownian triangulation. Notice also that $\mathbb{S}_{1} \subset \mathbf{L}(\mathbb{e})$.
2.2.2. The $\theta$-stable lamination. Here, $\theta \in(1,2)$ so that the $\theta$-stable Lévy process $X$ is not continuous. In the beginning of this section we fix $Z \in \mathbb{D}([0,1], \mathbb{R})$ such that $Z_{0}=Z_{1}=0, \Delta Z_{s} \geq 0$ for $s \in(0,1]$ and $Z_{s}>0$ for $s \in(0,1)$. We then consider the case when $Z=X^{\text {exc }}$ is the normalized excursion of the $\theta$-stable Lévy process $X$.


Fig. 6. A Brownian excursion $\mathbb{e}$ and the associated triangulation $\mathbf{L}(\mathbb{e})$.

DEFINITION 2.7. For $0 \leq s<t \leq 1$, we set $s \simeq^{Z} t$ if and only if $t=\inf \{u>$ $\left.s ; Z_{u} \leq Z_{s-}\right\}$ (where $Z_{0-}=0$ by definition). For $0 \leq t<s \leq 1$, we set $s \simeq^{Z} t$ if and only if $t \simeq^{Z} s$. Finally, we set $s \simeq^{Z} s$ for every $s \in[0,1]$.

Note that $\simeq^{Z}$ is not necessarily an equivalence relation. For example, if $0<r<$ $s<t<1$ are such that $\Delta Z_{r}=0, Z_{r}=Z_{s}=Z_{t}$ and $Z_{u}>Z_{r}$ for $u \in(r, s) \cup(s, t)$, then $r \simeq^{Z} s$ and $s \simeq^{Z} t$, but we do not have $r \simeq^{Z} t$.

REMARK 2.8. If $s \simeq^{Z} t$ and $s<t$, then $Z_{s-}=Z_{t}$ and $Z_{r}>Z_{s-}$ for $r \in(s, t)$.
Proposition 2.9. We say that $Z$ attains a local minimum at $t \in(0,1)$ if there exists $\eta>0$ such that $\inf _{[t-\eta, t+\eta]} Z=Z_{t}$. Suppose that $Z$ satisfies the following four assumptions:
(H1) If $0 \leq s<t \leq 1$, there exists at most one value $r \in(s, t)$ such that $Z_{r}=$ $\inf _{[s, t]} Z$ (we say that local minima of $Z$ are distinct);
(H2) If $t \in(0,1)$ is such that $\Delta Z_{t}>0$, then $\inf _{[t, t+\varepsilon]} Z<Z_{t}$ for all $0<\varepsilon \leq$ $1-t$;
(H3) If $t \in(0,1)$ is such that $\Delta Z_{t}>0$, then $\inf _{[t-\varepsilon, t]} Z<Z_{t-}$ for all $0<\varepsilon \leq t$;
(H4) Suppose that $Z$ attains a local minimum at $t \in(0,1)$ [in particular, $\Delta Z_{t}=$ 0 by (H3)]. Let $s=\sup \left\{r \in[0, t] ; Z_{r}<Z_{t}\right\}$. Then $\Delta Z_{s}>0$ and $Z_{s-}<Z_{t}$. Note that then $Z_{s}>Z_{t}$ by (H2).

Then the set

$$
L(Z):=\bigcup_{s \simeq Z}\left[e^{-2 \mathrm{i} \pi s}, e^{-2 \mathrm{i} \pi t}\right]
$$

is a geodesic lamination of $\overline{\mathbb{D}}$, called the lamination coded by the càdlàg function $Z$.

Notice that $\mathbb{S}_{1} \subset L(Z)$ since $s \simeq^{Z} s$ for every $s \in[0,1]$.
Proof. It easily follows from Remark 2.8 that the chords appearing in the definition of $L(Z)$ are noncrossing. We have to prove that $L(Z)$ is closed. To this end, it is enough to verify that the relation $\simeq^{Z}$ is closed, in the sense that its graph is a closed subset of $[0,1]^{2}$. Consider two sequences $\left(s_{n}\right),\left(t_{n}\right)$ of reals such that $0 \leq s_{n}<t_{n} \leq 1, s_{n} \simeq^{Z} t_{n}$ and the pairs $\left(s_{n}, t_{n}\right)$ converge to ( $s, t$ ). We need to verify that $s \simeq^{Z} t$. Clearly, $s \leq t$ and we can assume that $s<t$ since $\mathbb{S}_{1} \subset L(Z)$.

The property $s_{n} \simeq{ }^{Z} t_{n}$ implies that $Z_{r} \geq Z_{t_{n}}$ for every $r \in\left(s_{n}, t_{n}\right)$. By passing to the limit $n \rightarrow \infty$, we get $Z_{r} \geq Z_{t-}$ for every $r \in(s, t)$. If $\Delta Z_{t}>0$, this contradicts (H3). So we can assume that $\Delta Z_{t}=0$, implying that the sequence $\left(Z_{t_{n}}\right)$ converges to $Z_{t}$ as $n \rightarrow \infty$.

Case 1. Assume that $\Delta Z_{s}>0$ and thus $s>0$. By (H2) and right-continuity, we can find $\eta>0$ such that $\eta<(t-s) / 2$ and

$$
\inf _{[s, s+\eta)} Z>\inf _{[s+\eta,(s+t) / 2]} Z
$$

It follows from (H3) that the infimum of $Z$ over a compact interval is achieved at some point of this interval. Hence, we may take $r_{0} \in[s+\eta,(s+t) / 2]$ such that $Z_{r_{0}}=\inf _{[s+\eta,(s+t) / 2]} Z$. If $s<s_{n}$ for infinitely many $n$, we can find infinitely many values of $n$ for which $s<s_{n}<s+\eta \leq r_{0}<t_{n}$. For those values of $n, r_{0} \in\left(s_{n}, t_{n}\right)$ and $Z_{r_{0}}<Z_{s_{n}-}$, which contradicts Remark 2.8. We can thus suppose that $s_{n} \leq s$ for every sufficiently large $n$. Consequently, ( $Z_{s_{n}-}$ ) converges to $Z_{s-}$ as $n$ tends to infinity. Since $Z_{s_{n}-}=Z_{t_{n}}$ for all $n$, it follows that $Z_{t}=Z_{s-}$. Recall that $Z_{r} \geq Z_{t}$ for $r \in(s, t)$. We now demonstrate by contradiction that, in fact, $Z_{r}>Z_{t}$ for all $r \in(s, t)$. Suppose that there exists $r_{1} \in(s, t)$ such that $Z_{r_{1}}=Z_{t}$. Notice that $Z$ then attains a local minimum at $r_{1}$. Property (H3) ensures that

$$
s=\sup \left\{u \in\left[0, r_{1}\right] ; Z_{u}<Z_{r_{1}}\right\}
$$

and the fact that $Z_{s-}=Z_{t}=Z_{r_{1}}$ contradicts (H4). We conclude that $Z_{r}>Z_{s-}$ for every $r \in(s, t)$. Therefore, $t=\inf \left\{u>s ; Z_{u} \leq Z_{s-}\right\}$. This implies that $s \simeq^{Z} t$, as desired.

Case 2. Assume that $\Delta Z_{s}=0$. In this case, $\left(Z_{S_{n}}\right)$ converges to $Z_{s}$ as $n$ tends to infinity. Since $Z_{s_{n}-}=Z_{t_{n}}$ for all $n$, it follows that $Z_{s}=Z_{t}$. We also know that $Z_{r} \geq Z_{s}$ for $r \in(s, t)$. If $s=0$, we necessarily have $t=1$ and the fact that $Z$ is positive on $(0,1)$ implies $0 \simeq^{Z} 1$. We thus suppose that $s>0$. Argue by contradiction and suppose that there exists $r_{1} \in(s, t)$ such that $Z_{r_{1}}=Z_{t}$. Then $r_{1}$ is a local minimum of $Z$. If $\inf _{[s-\varepsilon, s]} Z<Z_{s}$ for every $\varepsilon \in(0, s]$, then $s=\sup \left\{u \in\left[0, r_{1}\right] ; Z_{u}<Z_{r_{1}}\right\}$. By (H4), $s$ must be a jump time of $Z$, which is a contradiction. If $\inf _{[s-\varepsilon, s]} Z \geq Z_{s}$ for some $\varepsilon \in(0, s]$, this means that $s$ is a local minimum of $Z$. Since $Z_{s}=Z_{r_{1}}$, this contradicts (H1). We conclude that $Z_{r}>Z_{t}$ for $r \in(s, t)$. This implies that $s \simeq^{Z} t$.

Let (H0) be the property: $\left\{s \in[0,1] ; \Delta Z_{s} \neq 0\right\}$ is dense in $[0,1]$.

Proposition 2.10. Let $1<\theta<2$. With probability one, the normalized excursion $X^{\mathrm{exc}}$ of the $\theta$-stable Lévy process satisfies the assumptions $(\mathrm{H} 0),(\mathrm{H} 1)$, (H2), (H3) and (H4).

Proof. It is sufficient to prove that properties analogous to (H0)-(H4) hold for the Lévy process $X$. The case of (H0) is clear. (H1) and (H2) are consequences of the (strong) Markov property of $X$ and the fact that 0 is regular for $(-\infty, 0)$ with respect to $X$.

For the remaining properties, we will use the time-reversal property of $X$, which states that if $t>0$ and $\widehat{X}^{(t)}$ is the process defined by $\widehat{X}_{s}^{(t)}=X_{t}-X_{(t-s)-}$ for $0 \leq$ $s<t$ and $\widehat{X}_{t}^{(t)}=X_{t}$, then the two processes $\left(X_{s}, 0 \leq s \leq t\right)$ and $\left(\widehat{X}_{s}^{(t)}, 0 \leq s \leq t\right)$ have the same law. For (H3), the time-reversal property of $X$ and the regularity of 0 for $(0, \infty)$ shows that a.s. for every jump time $s$ of $X$ and every $v \in[0, s)$,

$$
\inf _{r \in[v, s]} X_{r}<X_{s-}
$$

We finally prove the analog of (H4) for $X$. By the time-reversal property of $X$, it is sufficient to prove that if $q>0$ is rational and $T=\inf \left\{t \geq q ; X_{t} \geq S_{q}\right\}$, then $X_{T}>S_{q} \geq X_{T-}$ almost surely. This follows from the Markov property at time $q$ and the fact that for any $a>0, X$ jumps a.s. across $a$ at its first passage time above $a$ (see [4], Proposition VIII. 8 (ii)).

In the following, we always discard the set of zero probability where one of the properties (H0)-(H4) does not hold.

Definition 2.11. The $\theta$-stable lamination is defined as the geodesic lamination $L\left(X^{\mathrm{exc}}\right)$, where $X^{\mathrm{exc}}$ is the normalized excursion of the $\theta$-stable Lévy process.

See Figure 1 for some examples. The following proposition is immediate from the definition of the relation $\simeq X^{\text {exc }}$ and Remark 2.8.

Proposition 2.12. Almost surely, for every choice of $0 \leq \alpha<\beta \leq 1$ with $(\alpha, \beta) \neq(0,1)$, we have $\alpha \simeq^{X^{\mathrm{exc}}} \beta$ if and only if one of the following two mutually exclusive cases holds:
(i) $\Delta X_{\alpha}^{\mathrm{exc}}>0$ and $\beta=\inf \left\{u \geq \alpha ; X_{u}^{\mathrm{exc}}=X_{\alpha-}^{\mathrm{exc}}\right\}$;
(ii) $\Delta X_{\alpha}^{\mathrm{exc}}=0, X_{\alpha}^{\mathrm{exc}}=X_{\beta}^{\mathrm{exc}}$, and $X_{r}^{\mathrm{exc}}>X_{\alpha}^{\mathrm{exc}}$ for every $r \in(\alpha, \beta)$.

Definition 2.13. Let $\mathcal{E}_{1}$ be the set of all pairs $(\alpha, \beta)$ where $0 \leq \alpha<\beta \leq 1$ satisfy condition (i) in Proposition 2.12.

Proposition 2.14. The following holds almost surely for any pair $(s, t)$ such that $0 \leq s<t \leq 1$ and $X_{s}^{\mathrm{exc}}=X_{t}^{\mathrm{exc}}$ and $X_{r}^{\mathrm{exc}}>X_{s}^{\mathrm{exc}}$ for every $r \in(s, t)$. For every $\varepsilon \in(0,(t-s) / 2)$, there exist $s^{\prime} \in[s, s+\varepsilon]$ and $t^{\prime} \in[t-\varepsilon, t]$ such that $\Delta X_{s^{\prime}}^{\text {exc }}>0$ and $t^{\prime}=\inf \left\{u \geq s^{\prime} ; X_{u}^{\text {exc }}=X_{s^{\prime}-}^{\text {exc }}\right\}$, so that in particular $\left(s^{\prime}, t^{\prime}\right) \in \mathcal{E}_{1}$.

Proof. Let $0 \leq s<t \leq 1$ be such that the assumptions in the proposition hold. Take $\varepsilon<(t-s) / 4$, then set $m=\inf _{[s+\varepsilon, t-\varepsilon]} X^{\text {exc }}$ and note that $m>X_{s}^{\text {exc }}$ as an easy consequence of (H3). By right-continuity, there exists $\varepsilon^{\prime}$ with $0<\varepsilon^{\prime}<\varepsilon$ such that $\sup _{\left[s, s+\varepsilon^{\prime}\right]} X^{\mathrm{exc}}<m$. Let $w \in\left(s, s+\varepsilon^{\prime}\right)$ be a jump time of $X^{\text {exc }}$, so that, by (H2),

$$
\inf _{r \in\left[w, s+\varepsilon^{\prime}\right]} X_{r}^{\mathrm{exc}}<X_{w}^{\mathrm{exc}}
$$

We already noticed that the property (H3) implies that the minimum of $X^{\text {exc }}$ over a compact interval is achieved at a point of this interval. Hence, there exists $u \in$ $[w, s+\varepsilon]$ such that $X_{u}^{\mathrm{exc}}=\inf _{[w, s+\varepsilon]} X^{\mathrm{exc}}$. Finally, let $s^{\prime}=\sup \left\{r \in[s, u] ; X_{r}^{\mathrm{exc}}<\right.$ $\left.X_{u}^{\mathrm{exc}}\right\}$. By (H4), we see that $s^{\prime}$ is a jump time. Set $t^{\prime}=\inf \left\{u>s^{\prime} ; X_{u}^{\mathrm{exc}}=X_{s^{\prime}-}^{\mathrm{exc}}\right\}$. By construction, $s \leq s^{\prime} \leq w \leq u \leq s+\varepsilon<t-\varepsilon \leq t^{\prime} \leq t$ and the desired result follows.

Proposition 2.15. We have a.s.

$$
L\left(X^{\mathrm{exc}}\right)=\overline{\bigcup_{(s, t) \in \mathcal{E}_{1}}\left[e^{-2 \mathrm{i} \pi s}, e^{-2 \mathrm{i} \pi t}\right]}
$$

Proof. Denote the compact subset of $\overline{\mathbb{D}}$ in the right-hand side by $K$. The fact that $L\left(X^{\text {exc }}\right)$ is closed implies that $K \subset L\left(X^{\text {exc }}\right)$. We have to show the reverse inclusion. To this end, let $0 \leq u<v \leq 1$ such that $u \simeq^{X^{\mathrm{exc}}} v$ but $(u, v) \notin \mathcal{E}_{1}$. Then condition (ii) in Proposition 2.12 holds for $(\alpha, \beta)=(u, v)$, and it follows from Proposition 2.14 that $(u, v)$ is the limit of a sequence of pairs ( $u_{n}, v_{n}$ ) belonging to $\mathcal{E}_{1}$. Since $K$ is closed, we get that $\left[e^{-2 i \pi u}, e^{-2 i \pi v}\right] \subset K$. Finally, from the fact that $X^{\text {exc }}$ satisfies properties (H0) and (H2), it is easy to verify that in any nontrivial open subinterval of $[0,1]$ we can find a pair $(u, v)$ such that $(u, v) \in \mathcal{E}_{1}$, and it follows that $\mathbb{S}_{1} \subset K$. This completes the proof.
3. Convergence to the stable lamination. In this section we show that the Boltzmann dissections of $P_{n+1}$ considered in Section 1.1 converge in distribution to the stable laminations introduced in the previous section. To this end, we use limit theorems for rescaled Lukasiewicz paths of critical Galton-Watson trees conditioned on their number of leaves, which we obtained in [21]. We combine these limit theorems with Proposition 1.4 (which states that the dual tree of a Boltzmann dissection is a Galton-Watson tree conditioned on having a given number of leaves) to deduce that the underlying tree structures of large dissections converge. As before, we will deal separately with the case $\theta=2$ and the case $\theta \in(1,2)$. Our goal is to prove the following:

THEOREM 3.1. Let $\left(\mu_{j}\right)_{j \geq 2}$ be a sequence satisfying Assumption $\left(H_{\theta}\right)$ for some $\theta \in(1,2]$. For every integer $n \geq 2$ such that the definition of $\mathbb{P}_{n}^{\mu}$ makes sense,
let $\mathfrak{l}_{n}$ be a random dissection distributed according to $\mathbb{P}_{n}^{\mu}$. Then

$$
\mathfrak{l}_{n} \xrightarrow[n \rightarrow \infty]{(d)} \begin{cases}\mathbf{L}(\mathbb{E}), & \text { if } \theta=2, \\ L\left(X^{\mathrm{exc}}\right), & \text { if } \theta \in(1,2),\end{cases}
$$

where the convergence holds in distribution for the Hausdorff distance on the space of all compact subsets of $\overline{\mathbb{D}}$.

REmARKs 3.2. (i) This theorem generalizes Aldous' result [1, 2], stating that uniformly distributed triangulations of $P_{n}$ converge to $\mathbf{L}(\mathbb{e})$ as $n \rightarrow \infty$. Indeed, in our setting, uniform triangulations of $P_{n}$ are obtained by taking $\mu_{0}=1 / 2, \mu_{2}=$ $1 / 2$ and $\mu_{j}=0$ otherwise.
(ii) In [10], it is shown that Theorem 3.1 can be used to study uniformly distributed dissections. More precisely, if one sets $\mu_{0}=2-\sqrt{2}$ and $\mu_{i}=((2-$ $\sqrt{2}) / 2)^{i-1}$ for every $i \geq 2$, then the Boltzmann probability measure $\mathbb{P}_{n}^{\mu}$ associated to $\mu$ is the uniform probability measure on dissections of $P_{n+1}$.
(iii) It would be interesting to understand what happens when the sequence $\left(\mu_{i}\right)_{i \geq 2}$ does not satisfy $\left(H_{\theta}\right)$, for instance, if $\sum_{i=2}^{\infty} i \mu_{i}=\infty$. We hope to investigate this in future work.
3.1. Galton-Watson trees conditioned on their number of leaves. Let $\tau \in \mathbb{T}$. Recall our notation $(u(i), 0 \leq i \leq \zeta(\tau)-1)$ for the vertices of $\tau$ listed in lexicographical order and denote the number of children of $u(j)$ by $k_{j}$. Define $\Lambda_{\tau}(l)$ for every $\ell \in\{0,1, \ldots, \zeta(\tau)\}$ by

$$
\Lambda_{\tau}(\ell)=\sum_{0 \leq j<\ell} 1_{\left\{k_{j}=0\right\}}
$$

Note that if $Z=W(\tau)$ is the Lukasiewicz path of $\tau, \Lambda_{\tau}$ coincides with $\Lambda$ as defined in Proposition 1.8. Also note that $\Lambda_{\tau}(\zeta(\tau))=\lambda(\tau)$ is the total number of leaves of $\tau$.

THEOREM 3.3 ([21]). Let $\left(\mu_{j}\right)_{j \geq 2}$ be a sequence of nonnegative real numbers satisfying the assumption $\left(H_{\theta}\right)$ for some $\theta \in(1,2]$. Put $\mu_{1}=0$ and $\mu_{0}=1-$ $\sum_{j=2}^{\infty} \mu_{j}$, so that $\mu=\left(\mu_{j}\right)_{j \geq 0}$ is a critical probability measure on $\mathbb{N}$. For every $n \geq 1$ such that $\mathbb{P}_{\mu}[\lambda(\tau)=n]>0$, let $\mathfrak{t}_{n}$ be a random tree distributed according to $\mathbb{P}_{\mu}[\cdot \mid \lambda(\tau)=n]$. The following two properties hold:
(i) We have

$$
\sup _{0 \leq t \leq 1}\left|\frac{\Lambda_{\mathfrak{t}_{n}}\left(\left\lfloor\zeta\left(\mathfrak{t}_{n}\right) t\right\rfloor\right)}{n}-t\right| \xrightarrow[n \rightarrow \infty]{\stackrel{(\mathbb{P})}{\longrightarrow}} 0
$$

(ii) There exists a sequence $\left(B_{k}\right)_{k \geq 1}$ of positive constants converging to $\infty$ such that

$$
\begin{equation*}
\left(\frac{1}{B_{\zeta\left(\mathfrak{t}_{n}\right)}} W_{\left\lfloor\zeta\left(\mathfrak{t}_{n}\right) t\right\rfloor}\left(\mathfrak{t}_{n}\right) ; 0 \leq t \leq 1\right) \underset{n \rightarrow \infty}{\stackrel{(d)}{\rightarrow}}\left(X_{t}^{\mathrm{exc}} ; 0 \leq t \leq 1\right) \tag{6}
\end{equation*}
$$

Proof. Note that $\Lambda_{\mathfrak{t}_{n}}\left(\zeta\left(\mathfrak{t}_{n}\right)\right)=\lambda\left(\mathfrak{t}_{n}\right)=n$. In [21], Corollary 3.3, it is shown that, for every $0<\eta<1$,

$$
\sup _{\eta \leq t \leq 1}\left|\frac{\Lambda_{\mathfrak{t}_{n}}\left(\left\lfloor\zeta\left(\mathfrak{t}_{n}\right) t\right\rfloor\right)}{\zeta\left(\mathfrak{t}_{n}\right) t}-\mu_{0}\right| \xrightarrow[n \rightarrow \infty]{\stackrel{(\mathbb{P})}{\longrightarrow}} 0 .
$$

In particular, this implies that $\zeta\left(\mathfrak{t}_{n}\right) / n$ converges in probability to $1 / \mu_{0}$. Assertion (i) follows from the preceding convergences, noting that, for every $t \in(0,1]$,

$$
\frac{\Lambda_{\mathfrak{t}_{n}}\left(\left\lfloor\zeta\left(\mathfrak{t}_{n}\right) t\right\rfloor\right)}{n}-t=t \frac{\zeta\left(\mathfrak{t}_{n}\right)}{n}\left(\frac{\Lambda_{\mathfrak{t}_{n}}\left(\left\lfloor\zeta\left(\mathfrak{t}_{n}\right) t\right\rfloor\right)}{\zeta\left(\mathfrak{t}_{n}\right) t}-\mu_{0}\right)+t\left(\frac{\mu_{0} \zeta\left(\mathfrak{t}_{n}\right)}{n}-1\right)
$$

The second assertion is a particular case of [21], Theorem 6.1.
3.2. Convergence to the stable lamination. We fix a sequence of nonnegative real numbers $\left(\mu_{j}\right)_{j \geq 2}$ satisfying Assumption $\left(H_{\theta}\right)$ for some $\theta \in(1,2]$ and we define $\mu_{0}$ and $\mu_{1}$ as previously. Throughout this section, for every $n \geq 1$ such that $Z_{n}$ defined by (3) is positive (so that $\mathbb{P}_{n}^{\mu}$ is well defined), $\mathfrak{l}_{n}$ stands for a random dissection distributed according to the Boltzmann probability measure $\mathbb{P}_{n}^{\mu}$, and $\mathfrak{t}_{n}$ stands for its dual tree $\phi\left(\mathfrak{l}_{n}\right)$, which is distributed according to $\mathbb{P}_{\mu}[\cdot \mid \lambda(\tau)=n]$ by Proposition 1.4. The total progeny of $\mathfrak{t}_{n}$ is denoted by $\zeta_{n}$. The Lukasiewicz path of $\mathfrak{t}_{n}$ is denoted by $W^{n}$ and $u_{0}^{n}, u_{1}^{n}, \ldots, u_{\zeta_{n}-1}^{n}$ are the vertices of $\mathfrak{t}_{n}$ listed in lexicographical order. Let $\left(B_{n}\right)_{n \geq 1}$ be a sequence of positive real numbers such that (6) holds. Define the rescaled Lukasiewicz path $X^{n}$ of $\mathfrak{t}_{n}$ by $X_{t}^{n}=\frac{1}{B_{\zeta_{n}}} W_{\left\lfloor\zeta_{n}\right\rfloor}^{n}$ for $0 \leq t \leq 1$. By Theorem 3.3 and Skorokhod's representation theorem (see, e.g., [6], Theorem 6.7), we may and will assume that the following convergence holds almost surely in the space $\mathbb{R} \otimes \mathbb{D}([0,1], \mathbb{R})$ :

$$
\begin{equation*}
\left(\sup _{0 \leq t \leq 1}\left|\frac{\Lambda_{\mathfrak{t}_{n}}\left(\left\lfloor\zeta_{n} t\right\rfloor\right)}{n+1}-t\right|, X^{n}\right) \underset{n \rightarrow \infty}{\text { a.s. }}\left(0, X^{\mathrm{exc}}\right) . \tag{7}
\end{equation*}
$$

3.2.1. Convergence to the Brownian triangulation. Here, we suppose that $\theta=2$.

Proposition 3.4. When $n$ tends to infinity, $D\left(W^{n}\right) \xrightarrow{\text { a.s. }} \mathbf{L}(\mathbb{C})$ in the sense of the Hausdorff distance $d_{H}$ between compact subsets of $\overline{\mathbb{D}}$.

Proof. We fix $\omega$ in the underlying probability space so that the convergence (7) holds for this value of $\omega$ and we will verify that for this particular value of $\omega$ we have also $D\left(W^{n}\right) \rightarrow \mathbf{L}(\mathbb{e})$. Since the space ( $\left.\mathcal{C}, d_{H}\right)$ is compact, we may find a random subsequence $\left(n_{k}(\omega)\right)$ (depending on $\omega$ ) such that $D\left(W^{n_{k}}\right)$ converges to a compact subset $K$ of $\overline{\mathbb{D}}$, and we need to verify that $K=\mathbf{L}(\mathbb{e})$. Since $D\left(W^{n_{k}}\right)$ is a dissection for every $k$, one easily checks that $K$ must be a geodesic lamination of $\overline{\mathbb{D}}$. Since $\mathbf{L}(\mathbb{e})$ is a maximal lamination of $\overline{\mathbb{D}}$, the proof will be complete if we can verify that $\mathbf{L}(\mathbb{e}) \subset K$.

So we let $0 \leq s<t \leq 1$ be such that $s \stackrel{\mathbb{E}}{\sim} t$ and we aim at proving that $\left[e^{-2 \mathrm{i} \pi s}, e^{-2 \mathrm{i} \pi t}\right] \subset K$. Let $\varepsilon>0$. Simple arguments using the convergence (7) (and the fact that local minima of the Brownian excursion are distinct) show that for every $n$ large enough, we can find integers $i_{n}, j_{n} \in\left\{1, \ldots, \zeta_{n}-1\right\}$ such that $\left|i_{n} / \zeta_{n}-s\right|<\varepsilon,\left|j_{n} / \zeta_{n}-t\right|<\varepsilon$ and

$$
W_{i_{n}}^{n}>W_{i_{n}-1}^{n}, \quad j_{n}=\min \left\{k>i_{n} ; W_{k}^{n}<W_{i_{n}}^{n}\right\}
$$

By Proposition 1.7, $u_{i_{n}}^{n}$ and $u_{j_{n}}^{n}$ are consecutive children of $u_{i_{n}-1}^{n}$. Recalling that $\Lambda_{\mathfrak{t}_{n}}\left(\zeta\left(\mathfrak{t}_{n}\right)\right)=n$, we get from Lemma 1.9 that

$$
\left[\exp \left(-2 \mathrm{i} \pi \frac{\Lambda_{\mathfrak{t}_{n}}\left(i_{n}\right)}{n+1}\right), \exp \left(-2 \mathrm{i} \pi \frac{\Lambda_{\mathfrak{t}_{n}}\left(j_{n}\right)}{n+1}\right)\right] \subset D\left(W^{n}\right)
$$

To simplify notation, set $s_{n}=\Lambda_{\mathfrak{t}_{n}}\left(i_{n}\right) /(n+1)$ and $t_{n}=\Lambda_{\mathfrak{t}_{n}}\left(j_{n}\right) /(n+1)$. From the convergence (7), we get $\left|s_{n}-s\right|<\varepsilon$ and $\left|t_{n}-t\right|<\varepsilon$ for every large enough $n$. In particular, we see that the chord $\left[e^{-2 \mathrm{i} \pi s}, e^{-2 \mathrm{i} \pi t}\right]$ lies within distance $2 \varepsilon$ from $D\left(W^{n}\right)$ for every large enough $n$. It follows that the chord [ $\left.e^{-2 \mathrm{i} \pi s}, e^{-2 \mathrm{i} \pi t}\right]$ is within distance $2 \varepsilon$ from $K$. Since $\varepsilon>0$ was arbitrary, we get that $\left[e^{-2 \mathrm{i} \pi s}, e^{-2 \mathrm{i} \pi t}\right] \subset K$, which completes the proof.
3.2.2. Convergence to the stable lamination when $\theta \neq 2$. We now assume that $\theta \in(1,2)$. Recall that the convergence (7) is assumed to hold a.s.

PROPOSITION 3.5. We have $D\left(W^{n}\right) \xrightarrow{\text { a.s. }} L\left(X^{\mathrm{exc}}\right)$ as $n \rightarrow \infty$ in the sense of the Hausdorff distance $d_{H}$ between compact subsets of $\overline{\mathbb{D}}$.

We fix $\omega$ in the underlying probability space so that both the conclusion of Proposition 2.15 and the convergence (7) hold for this value of $\omega$ and, furthermore, the path $X^{\text {exc }}(\omega)$ satisfies properties $(\mathrm{H} 0)-(\mathrm{H} 4)$. We then consider a subsequence $\left(n_{k}(\omega)\right)$ such that $D\left(W^{n_{k}}\right)$ converges to a compact subset $K$ of $\overline{\mathbb{D}}$, and we need to verify that $K=L\left(X^{\text {exc }}\right)$. We will first prove that $L\left(X^{\text {exc }}\right) \subset K$ before proving the reverse inclusion. In both cases, the precise description of $L\left(X^{\mathrm{exc}}\right)$ as a union of chords will be crucial. Note that $K$ must contain the circle $\mathbb{S}^{1}$ because the dissection $D\left(W^{n}\right)$ contains the polygon $P_{n+1}$. We stress that the lamination $L\left(X^{\text {exc }}\right)$ is not maximal, in contrast to the case $\theta=2$. As a consequence, we will have to prove the nontrivial reverse inclusion.

Lemma 3.6. Let $s$ be a jump time of $X^{\mathrm{exc}}$ and $t=\inf \left\{u>s ; X_{u}^{\mathrm{exc}}=X_{s-}^{\mathrm{exc}}\right\}$. For $\varepsilon \in(0,(t-s) / 2)$ small enough, we can choose an integer $n_{0}(\varepsilon)$ such that, for every $n \geq n_{0}(\varepsilon)$, there exists $s_{n} \in(s-\varepsilon, s+\varepsilon) \cap \zeta_{n}^{-1} \mathbb{N}$ such that the following inequalities hold:

$$
\begin{equation*}
\inf _{[t-\varepsilon, t+\varepsilon]} X^{n}<X_{s_{n}-}^{n}<\inf _{\left[s_{n}, t-\varepsilon\right]} X^{n} \tag{8}
\end{equation*}
$$

Lemma 3.6 follows from the convergence of $X^{n}$ to $X^{\text {exc }}$ and well-known properties of the Skorokhod topology. We give only the main ideas of the proof and leave the details to the reader. The time $s_{n}$ can be chosen (arbitrarily close to $s$ when $n$ is large) so that $X_{s_{n}-}^{n}$ is close to $X_{s-}^{\text {exc }}$ and $\Delta X_{s_{n}}^{n}$ is close to $\Delta X_{s}^{\text {exc }}$. Then (8) is derived by observing that, for $\varepsilon>0$ small enough,

$$
\inf _{[t, t+\varepsilon]} X^{\mathrm{exc}}<X_{t}^{\mathrm{exc}}=X_{s-}^{\mathrm{exc}}<\inf _{[s, t-\varepsilon]} X^{\mathrm{exc}}
$$

Notice that the bound $\inf _{[t, t+\varepsilon]} X^{\text {exc }}<X_{t}^{\text {exc }}$ holds because otherwise $t$ would be a time of local minimum of $X$ and this would contradict (H4).

Lemma 3.7. We have $L\left(X^{\mathrm{exc}}\right) \subset K$.
Proof. Since $K$ is closed, the property of Proposition 2.15 shows that it is enough to verify that $\left[e^{-2 \mathrm{i} \pi \alpha}, e^{-2 \mathrm{i} \pi \beta}\right] \subset K$ for every $(\alpha, \beta) \in \mathcal{E}_{1}$. So let $(\alpha, \beta) \in$ $\mathcal{E}_{1}$. Then $\alpha$ is a jump time of $X^{\text {exc }}$ and $\beta=\inf \left\{u>\alpha ; X_{u}^{\text {exc }}=X_{\alpha-}^{\text {exc }}\right\}$. To show that $\left[e^{-2 \mathrm{i} \pi \alpha}, e^{-2 \mathrm{i} \pi \beta}\right] \subset K$, it is sufficient to show that for every $\varepsilon>0$ and every $n$ sufficiently large we can find $\alpha_{n}, \beta_{n} \in[0,1]$ such that $\left|\alpha_{n}-\alpha\right| \leq 2 \varepsilon,\left|\beta_{n}-\beta\right| \leq 2 \varepsilon$ and $\left[e^{-2 \mathrm{i} \pi \alpha_{n}}, e^{-2 \mathrm{i} \pi \beta_{n}}\right] \subset D\left(W^{n}\right)$. We fix $\varepsilon>0$. Using Lemma 3.6 with $(s, t)=$ $(\alpha, \beta)$, we can, for every large enough $n$, find $\alpha_{n}^{\prime} \in(\alpha-\varepsilon, \alpha+\varepsilon) \cap \zeta_{n}^{-1} \mathbb{N}$ such that

$$
\inf _{[\beta-\varepsilon, \beta+\varepsilon]} X^{n}<X_{\alpha_{n}^{\prime}-}^{n}<\inf _{\left[\alpha_{n}^{\prime}, \beta-\varepsilon\right]} X^{n} .
$$

Then put $\beta_{n}^{\prime}=\inf \left\{u \geq \alpha_{n}^{\prime} ; X_{u}^{n}<X_{\alpha_{n}^{\prime}-}^{n}\right\}$ and note that $\left|\alpha-\alpha_{n}^{\prime}\right| \leq \varepsilon,\left|\beta-\beta_{n}^{\prime}\right| \leq \varepsilon$. The time $\zeta_{n} \alpha_{n}^{\prime}$ must correspond to a positive jump of $W^{n}$, and we have also

$$
\zeta_{n} \beta_{n}^{\prime}=\inf \left\{l \geq \zeta_{n} \alpha_{n}^{\prime} ; W_{l}^{n}=W_{\zeta_{n} \alpha_{n}^{\prime}}^{n}-\left(W_{\zeta_{n} \alpha_{n}^{\prime}}^{n}-W_{\zeta_{n} \alpha_{n}^{\prime}-1}^{n}+1\right)\right\}
$$

Using formula (5) and recalling that $\Lambda_{\mathfrak{t}_{n}}$ coincides with the process $\Lambda$ of Proposition 1.8 if $Z=W^{n}$, we get from Lemma 1.9 that

$$
\left[\exp \left(-2 \mathrm{i} \pi \frac{\Lambda_{\mathfrak{t}_{n}}\left(\zeta_{n} \alpha_{n}^{\prime}\right)}{n+1}\right), \exp \left(-2 \mathrm{i} \pi \frac{\Lambda_{\mathfrak{t}_{n}}\left(\zeta_{n} \beta_{n}^{\prime}\right)}{n+1}\right)\right] \subset D\left(W^{n}\right)
$$

If we set $\alpha_{n}=(n+1)^{-1} \Lambda_{\mathfrak{t}_{n}}\left(\zeta_{n} \alpha_{n}^{\prime}\right)$ and $\beta_{n}=(n+1)^{-1} \Lambda_{\mathfrak{t}_{n}}\left(\zeta_{n} \beta_{n}^{\prime}\right)$, the convergence (7) shows that $\alpha_{n}$ and $\beta_{n}$ satisfy $\left|\alpha_{n}-\alpha\right| \leq 2 \varepsilon$ and $\left|\beta_{n}-\beta\right| \leq 2 \varepsilon$ for all sufficiently large $n$, thus giving the desired result.

We now prove the reverse inclusion.
Lemma 3.8. We have $K \subset L\left(X^{\mathrm{exc}}\right)$.
Proof. Recall that $D\left(W^{n_{k}}\right)$ converges to $K$ in the Hausdorff sense. By the formula of Proposition 1.8, we can write

$$
D\left(W^{n_{k}}\right)=\bigcup_{(u, v) \in \mathcal{E}_{\left(n_{k}\right)}}\left[e^{-2 \mathrm{i} \pi u}, e^{-2 \mathrm{i} \pi v}\right]
$$

where $\mathcal{E}_{\left(n_{k}\right)}$ is a (finite) symmetric subset of $[0,1]^{2}$. By extracting a subsequence if necessary, we may assume that $\mathcal{E}_{\left(n_{k}\right)} \rightarrow \mathcal{E}_{\infty}$ in the Hausdorff sense as $k \rightarrow \infty$, where $\mathcal{E}_{\infty}$ is a symmetric closed subset of $[0,1]^{2}$. It is easy to verify that

$$
K=\bigcup_{(u, v) \in \mathcal{E}_{\infty}}\left[e^{-2 \mathrm{i} \pi u}, e^{-2 \mathrm{i} \pi v}\right]
$$

The proof of the inclusion $K \subset L\left(X^{\mathrm{exc}}\right)$ then reduces to checking that if $u, v \in \mathcal{E}_{\infty}$ with $u<v$, we have $u \simeq X^{\text {exc }} v$.

So fix $u, v \in \mathcal{E}_{\infty}$ such that $u<v$. Then the pair $(u, v)$ is the limit of a sequence $\left(u_{k}, v_{k}\right)$ with $\left(u_{k}, v_{k}\right) \in \mathcal{E}_{\left(n_{k}\right)}$ for every $k$. From Proposition 1.8, we can find integers $l_{n_{k}}<m_{n_{k}}$ in $\left\{0,1, \ldots, \zeta_{n_{k}}\right\}$ such that

$$
u=\lim _{k \rightarrow \infty} \frac{\Lambda_{\mathfrak{t}_{n_{k}}}\left(l_{n_{k}}\right)}{n_{k}+1}, \quad v=\lim _{k \rightarrow \infty} \frac{\Lambda_{\mathfrak{t}_{n_{k}}}\left(m_{n_{k}}\right)}{n_{k}+1}
$$

and

$$
\begin{equation*}
m_{n_{k}}=\inf \left\{i \geq l_{n_{k}} ; W_{i}^{n_{k}}=W_{l_{n_{k}}}^{n_{k}}-1\right\} \tag{9}
\end{equation*}
$$

By (7), we have also

$$
\begin{equation*}
u=\lim _{k \rightarrow \infty} \frac{l_{n_{k}}}{\zeta_{n_{k}}}, \quad v=\lim _{k \rightarrow \infty} \frac{m_{n_{k}}}{\zeta_{n_{k}}} \tag{10}
\end{equation*}
$$

From (9), we have $W_{i}^{n_{k}} \geq W_{m_{n_{k}}}^{n_{k}}$ for every $i \in\left[l_{n_{k}}, m_{n_{k}}\right]$. Thus, using the convergence of $X^{n}$ to $X^{\text {exc }}$ and (10),

$$
\begin{equation*}
X_{s}^{\mathrm{exc}} \geq X_{v-}^{\mathrm{exc}} \quad \text { for every } s \in(u, v) \tag{11}
\end{equation*}
$$

From property (H3) this implies that $X_{v}^{\text {exc }}=X_{v-}^{\text {exc }}$, and then $\left(B_{\zeta_{n_{k}}}\right)^{-1} W_{m_{n_{k}}}^{n_{k}}=$ $X_{m_{n_{k}} / \zeta_{n}}^{n_{k}}$ must converge to $X_{v}^{\text {exc }}$. Note that $X_{u-}^{\text {exc }}$ and $X_{u}^{\text {exc }}$ are the only possible accumulation points for the sequence $\left(B_{\zeta_{n_{k}}}\right)^{-1} W_{l_{n_{k}}}^{n_{k}}=X_{l_{n_{k}} / \zeta_{n_{k}}}^{n_{k}}$. Now consider two cases:

- If $X_{u}^{\mathrm{exc}}=X_{u-}^{\mathrm{exc}}$, then $\left(B_{\zeta_{n_{k}}}\right)^{-1} W_{l_{n_{k}}}^{n_{k}}=X_{l_{n_{k}} / \zeta_{n_{k}}}^{n_{k}}$ converges to $X_{u}^{\text {exc }}$ and, using (9), we get that $X_{u}^{\text {exc }}=X_{v}^{\text {exc }}$. It follows that $X_{s}^{\text {exc }}>X_{v}^{\text {exc }}$ for every $s \in(u, v)$, because otherwise this would contradict (H1) or (H4). Clearly, we obtain $u \simeq^{X^{\mathrm{exc}} v} v$.
- If $X_{u}^{\text {exc }}>X_{u-}^{\text {exc }}$, then we must have $X_{l_{n_{k}} / \zeta_{n_{k}}}^{n_{k}} \rightarrow X_{u-}^{\text {exc }}$ [otherwise (9) would give $X_{u}^{\text {exc }}=X_{v}^{\text {exc }}$, and (11) would contradict (H2)]. Then (9) gives $X_{v}^{\text {exc }}=X_{u-}^{\text {exc }}$. The inequality (11) can then be reinforced in $X_{s}^{\mathrm{exc}}>X_{v}^{\mathrm{exc}}=X_{u-}^{\mathrm{exc}}$ for every $s \in$ ( $u, v$ ), since otherwise $X^{\text {exc }}$ would have a local minimum equal to $X_{v}^{\text {exc }}=X_{u-}^{\text {exc }}$ in $(u, v)$, which would contradict (H4). Hence, we also get $u \simeq^{X^{\mathrm{exc}}} v$ in that case.
This completes the proof.
Together with Lemmas 3.7, 3.8 completes the proof of Theorem 3.1 in the case $\theta \neq 2$.
3.3. Description of the faces of $L\left(X^{\mathrm{exc}}\right)$ for $\theta \neq 2$. We still consider the case $1<\theta<2$. By definition, the faces of $L\left(X^{\mathrm{exc}}\right)$ are the connected components of $\overline{\mathbb{D}} \backslash$ $L\left(X^{\mathrm{exc}}\right)$. In this section, we study the faces of $L\left(X^{\mathrm{exc}}\right)$ and we show in particular that, almost surely, every face of $L\left(X^{\mathrm{exc}}\right)$ is bounded by infinitely many chords (in contrast to the case $\theta=2$ where all faces are triangles).

Lemma 3.9. Almost surely, for every face $U$ of $L\left(X^{\mathrm{exc}}\right)$, if $\Gamma=\mathbb{S}_{1} \cap \bar{U}$ denotes the part of the boundary of $U$ lying on the circle, then:
(i) $U$ is a convex open set;
(ii) $\Gamma$ is not a singleton;
(iii) $1 \notin \Gamma$.

Proof. Assertions (i) and (ii) hold for any geodesic lamination of $\overline{\mathbb{D}}$, and we leave the proof to the reader. To get (iii), fix $\varepsilon>0$ and note that by Proposition 2.14 we can find $s \in(0, \varepsilon]$ and $t \in[1-\varepsilon, 1)$ such that the chord $\left[e^{-2 \mathrm{i} \pi s}, e^{-2 \mathrm{i} \pi t}\right]$ is contained in $L\left(X^{\mathrm{exc}}\right)$. It follows that 1 cannot belong to the boundary of a connected component of $\overline{\mathbb{D}} \backslash L\left(X^{\mathrm{exc}}\right)$.

For distinct $s, t \in(0,1)$, we denote by $\mathbb{H}_{t}^{s}$ the open half-plane bounded by the line containing $e^{-2 \mathrm{i} \pi s}$ and $e^{-2 \mathrm{i} \pi t}$ and such that $1 \notin \mathbb{H}_{t}^{s}$. We write $\widetilde{\mathbb{H}}_{t}^{s}$ for the other open half-plane bounded by the same line.

Proposition 3.10. Let s be a jump time of $X^{\mathrm{exc}}$ and $t=\inf \left\{u>s ; X_{u}^{\mathrm{exc}}=\right.$ $\left.X_{s-}^{\mathrm{exc}}\right\}$. There exists a unique face $U$ of $L\left(X^{\mathrm{exc}}\right)$ contained in $\mathbb{H}_{t}^{s}$ and whose closure $\bar{U}$ contains the chord $\left[e^{-2 \mathrm{i} \pi s}, e^{-2 \mathrm{i} \pi t}\right]$. The face $U$ is called the face associated to $s$. The mapping $s \mapsto U$ is a one-to-one correspondence between jump times of $X^{\mathrm{exc}}$ and faces of $L\left(X^{\mathrm{exc}}\right)$.

Proof. We start by giving a description of the face associated to $s$. Let $\left(\alpha_{i}, \beta_{i}\right)_{i \geq 1}$ be defined by

$$
\begin{array}{r}
\left\{\left(\alpha_{i}, \beta_{i}\right) ; i \geq 1\right\}=\left\{(\alpha, \beta) ; s \leq \alpha<\beta \leq t, X_{\alpha}=X_{\beta}=\inf _{[s, \alpha]} X \text { and } X_{r}^{\mathrm{exc}}>X_{\alpha}^{\mathrm{exc}}\right. \\
\text { for } r \in(\alpha, \beta)\}
\end{array}
$$

where the pairs $\left(\alpha_{i}, \beta_{i}\right)$ are listed in such a way that $\beta_{i}-\alpha_{i}>\beta_{j}-\alpha_{j}$ for $i<j$. The intervals $\left(\alpha_{i}, \beta_{i}\right)$ are exactly the excursion intervals of $\left(X_{r}-I_{r}^{s}\right)_{s \leq r \leq t}$ away from 0. Note that $\alpha_{i} \simeq^{X^{\mathrm{exc}}} \beta_{i}$ by Proposition 2.12, and that the intervals $\left(\alpha_{i}, \beta_{i}\right)$, $i \geq 1$ are disjoint. Furthermore, the fact that (H3) holds for $X^{\text {exc }}$ shows that the times $\alpha_{i}, i \geq 1$ are not jump times of $X^{\text {exc }}$.

For every $n \geq 1$, let $V_{n}$ be the convex open polygon whose vertices are

$$
\left\{e^{-2 \mathrm{i} \pi s}, e^{-2 \mathrm{i} \pi t}\right\} \cup \bigcup_{i=1}^{n}\left\{e^{-2 \mathrm{i} \pi \alpha_{i}}, e^{-2 \mathrm{i} \pi \beta_{i}}\right\}
$$

Observe that $V_{n} \subset V_{n+1}$. We finally set

$$
V=\bigcup_{n \geq 1} V_{n},
$$

which is a convex open set. It is clear that $V$ is contained in the open half-plane $\mathbb{H}_{t}^{s}$ and that $\bar{V}$ contains $\left[e^{-2 i \pi s}, e^{-2 \mathrm{i} \pi t}\right]$. To prove that $V$ is a connected component of $\overline{\mathbb{D}} \backslash L\left(X^{\mathrm{exc}}\right)$, we proceed in two steps. We first prove that $V \subset \overline{\mathbb{D}} \backslash L\left(X^{\mathrm{exc}}\right)$ and then that $V$ is a maximal connected open subset of $\overline{\mathbb{D}} \backslash L\left(X^{\mathrm{exc}}\right)$.

Let us prove that $V \subset \overline{\mathbb{D}} \backslash L\left(X^{\text {exc }}\right)$. Argue by contradiction and suppose that there exist $P \in L\left(X^{\mathrm{exc}}\right)$ and $N \geq 1$ such that $P \in V_{N}$. By the definition of $L\left(X^{\mathrm{exc}}\right)$, there exist $0 \leq u \leq v<1$ such that $u \simeq^{X^{\mathrm{exc}}} v$ and $P \in\left[e^{-2 i \pi u}, e^{-2 i \pi v}\right]$. Since $V$ is contained in the open half-plane $\mathbb{H}_{t}^{s}$, we must have $s \leq u<v \leq t$. Let us first show that $s<u$. If $s=u$, the definition of $\simeq^{X^{\text {exc }}}$ implies that $v=\inf \left\{r>s ; X_{r}^{\text {exc }}=\right.$ $\left.X_{s-}^{\mathrm{exc}}\right\}=t$. Consequently, $P \in\left[e^{-2 \mathrm{i} \pi s}, e^{-2 \mathrm{i} \pi t}\right]$, contradicting the fact that $P \in V_{N}$. We thus have $s<u$. Since $P \in V_{N}$ and since for every $j \in\{1, \ldots, N\}$ the chord $\left[e^{-2 \mathrm{i} \pi \alpha_{j}}, e^{-2 \mathrm{i} \pi \beta_{j}}\right]$ does not cross the chord $\left[e^{-2 \mathrm{i} \pi u}, e^{-2 \mathrm{i} \pi v}\right]$, a simple argument shows that there exists $1 \leq i \leq N$ such that $u \leq \alpha_{i}<\beta_{i} \leq v$, the case $(u, v)=$ ( $\alpha_{i}, \beta_{i}$ ) being excluded. We examine two cases:

- If $u<\alpha_{i}$, then $X_{u-}^{\mathrm{exc}}>X_{\alpha_{i}}^{\mathrm{exc}}$ because $\inf _{\left[s, \alpha_{i}\right]} X^{\mathrm{exc}}=X_{\alpha_{i}}^{\mathrm{exc}}, \alpha_{i}$ is a local minimum time for $X^{\text {exc }}$ and local minima are almost surely distinct. Since $\alpha_{i} \in[u, v]$ and $u \simeq{ }^{X^{\text {exc }}} v$, this contradicts Remark 2.8.
- If $u=\alpha_{i}$, we know that $u$ is not a jump time of $X^{\text {exc }}$ and the property $u \simeq{ }^{\text {exc }} v$ implies $v=\inf \left\{r>u ; X_{r}^{\text {exc }} \leq X_{\alpha_{i}}^{\text {exc }}\right\}=\beta_{i}$, which is excluded.
In each case, a contradiction occurs. This completes the first step.
Let us then prove that $V$ is a maximal connected open subset of $\overline{\mathbb{D}} \backslash L\left(X^{\mathrm{exc}}\right)$. To this end, we observe that we have

$$
V=\mathbb{H}_{t}^{s} \cap\left(\bigcap_{i=1}^{\infty} \tilde{\mathbb{H}}_{\beta_{i}}^{\alpha_{i}}\right) \cap \mathbb{D} .
$$

The fact that $V$ is contained in the set in the right-hand side is immediate from our construction, and the reverse inclusion is also easy. Set $R=\left(\mathbb{H}_{t}^{s}\right)^{c} \cap \overline{\mathbb{D}}$ and $R_{i}=\left(\widetilde{\mathbb{H}}_{\beta_{i}}^{\alpha_{i}}\right)^{c} \cap \overline{\mathbb{D}}$ for $i \geq 1$. It follows that

$$
\begin{equation*}
\overline{\mathbb{D}} \backslash V=\mathbb{S}_{1} \cup R \cup\left(\bigcup_{i=1}^{\infty} R_{i}\right) \tag{12}
\end{equation*}
$$

This implies that the boundary of $V$ is contained in $L\left(X^{\mathrm{exc}}\right)$, and it follows that $V$ is a maximal connected open subset of $\overline{\mathbb{D}} \backslash L\left(X^{\mathrm{exc}}\right)$. From the preceding formula for $\overline{\mathbb{D}} \backslash V$, it is also clear that the boundary of $V$ contains the chord $\left[e^{-2 \mathrm{i} \pi s}, e^{-2 \mathrm{i} \pi t}\right]$, as well as all chords [ $e^{-2 \mathrm{i} \pi \alpha_{i}}, e^{-2 \mathrm{i} \pi b_{i}}$ ], and we have obtained the existence of the face associated to $s$. The uniqueness of this face is obvious for geometric reasons.

We still have to prove the last assertion of the proposition. Let $U$ be a face of $L\left(X^{\text {exc }}\right)$. We need to verify that $U$ is the face associated to a certain jump time of $X^{\text {exc }}$. To this end, let $\Gamma=\mathbb{S}_{1} \cap \bar{U}$ be the part of the boundary of $U$ lying on the circle and set:

$$
s=\inf \left\{u \geq 0 ; e^{-2 \mathrm{i} \pi u} \in \Gamma\right\}, \quad t=\sup \left\{0 \leq u \leq 1 ; e^{-2 \mathrm{i} \pi u} \in \Gamma\right\}
$$

By Lemma 3.9(iii), we have $0<s<t<1$. By the compactness of $L\left(X^{\mathrm{exc}}\right)$ and a convexity argument, it is easy to verify that $\left[e^{-2 \mathrm{i} \pi s}, e^{-2 \mathrm{i} \pi t}\right] \subset L\left(X^{\mathrm{exc}}\right)$. We then claim that $s$ is a jump time of $X^{\text {exc }}$. If not, by Proposition 2.12, this means that $X_{s}^{\text {exc }}=X_{t}^{\text {exc }}$ and $X_{u}^{\text {exc }}>X_{s}^{\text {exc }}$ for $u \in(s, t)$. But then Proposition 2.14 could be used to produce a chord of $L\left(X^{\mathrm{exc}}\right)$ partitioning $U$ into two disjoint open sets, which is impossible. So $s$ is a jump time of $X^{\text {exc }}$ and we then know that $t=$ $\inf \left\{u>s ; X_{u}^{\mathrm{exc}}=X_{s-}^{\mathrm{exc}}\right\}$. Let $V$ be the face associated to $s$. To prove that $U=$ $V$, it is sufficient to show that $U \cap V \neq \varnothing$. This follows from simple geometric considerations. This completes the proof.
4. The stable lamination coded by a continuous function. The definitions of the limiting random laminations $\mathbf{L}(\mathbb{e})$ and $L\left(X^{\mathrm{exc}}\right)$ that appear in our main result Theorem 3.1 for $\theta=2$ and $\theta \neq 2$ were somewhat different. The goal of this section is to unify these two cases by explaining how $L\left(X^{\mathrm{exc}}\right)$ (for $\theta \neq 2$ ) can also be constructed from a random continuous function. This will allow us to make the connection between our stable laminations and the so-called stable trees, which were studied in particular in [13, 14], in the same way as the Brownian triangulation is connected to the Brownian CRT [2], and this will also be useful when we calculate the Hausdorff dimension of $L\left(X^{\mathrm{exc}}\right)$. The relevant random function, called the height process in continuous time, was introduced in [23] and studied in great detail in [13].

In this section, $X$ is the strictly stable spectrally positive Lévy of index $\theta$, as defined in Section 2.1 and $1<\theta<2$.
4.1. The height process. The continuous-time height process associated with $X$ can be defined by the following approximation formula. For every $t \geq 0$,

$$
H_{t}=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \int_{0}^{t} d s \mathbb{1}_{\left\{X_{s} \leq I_{t}^{s}+\varepsilon\right\}}
$$

where the convergence holds in probability. The process $\left(H_{t}\right)_{t \geq 0}$ has a continuous modification, which we consider from now on.

A very useful ingredient in the study of the height process is the so-called exploration process $\left(\rho_{t}\right)_{t \geq 0}$, which is a strong Markov process taking values in the space $M_{f}\left(\mathbb{R}_{+}\right)$of all finite measures on $\mathbb{R}_{+}$. For every $t \geq 0, \rho_{t}$ is defined by

$$
\begin{equation*}
\left\langle\rho_{t}, f\right\rangle=\int_{[0, t]} d_{s} I_{t}^{s} f\left(H_{s}\right) \tag{13}
\end{equation*}
$$

for every measurable function $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$. Here the notation $d_{s} I_{t}^{s}$ refers to the integration with respect to the nondecreasing function $s \rightarrow I_{t}^{s}$ (recall the definition of $I_{t}^{S}$ in Section 2.1). Note, in particular, that $\left\langle\rho_{t}, 1\right\rangle=X_{t}-I_{t}$. The process $\left(\rho_{t}\right)_{t \geq 0}$ enjoys the following two important properties [13], Lemma 1.2.2:
(i) Almost surely for every $t \geq 0, \rho_{t}(\{0\})=0$ and $\operatorname{supp}\left(\rho_{t}\right)=\left[0, H_{t}\right]$ [here and later $\operatorname{supp}(\mu)$ denotes the topological support of $\mu \in M_{f}\left(\mathbb{R}_{+}\right)$, with the convention that $\operatorname{supp}(0)=\{0\}]$.
(ii) Almost surely $\left\{t \geq 0 ; H_{t}=0\right\}=\left\{t \geq 0 ; \rho_{t}=0\right\}=\left\{t \geq 0 ; X_{t}=I_{t}\right\}$.

In addition to (i), one can prove that, for every fixed $t \geq 0, \rho_{t}\left(\left\{H_{t}\right\}\right)=0$ almost surely. This follows from formula (17) in [13]. Moreover, almost surely for every jump time $s$ of $X, \rho_{s}\left(\left\{H_{s}\right\}\right)=\Delta X_{s}$ (see formula (19) in [13]).

We will need another important property of the exploration process. To state this property, we need to introduce some notation. If $\mu \in M_{f}\left(\mathbb{R}_{+}\right)$and $\alpha \geq 0$, the "killed" measure $k_{\alpha} \mu$ is the unique element of $M_{f}\left(\mathbb{R}_{+}\right)$such that, for every $t \geq 0$,

$$
k_{\alpha} \mu([0, t])=\mu([0, t]) \wedge\left(\mu\left(\mathbb{R}_{+}\right)-\alpha\right)^{+}
$$

Suppose that $\mu \in M_{f}\left(\mathbb{R}_{+}\right)$has compact support and set $h(\mu)=\sup (\operatorname{supp}(\mu))$. Then if $v \in M_{f}\left(\mathbb{R}_{+}\right)$, the concatenation $[\mu, \nu] \in M_{f}\left(\mathbb{R}_{+}\right)$is defined by

$$
\langle[\mu, \nu], f\rangle=\langle\mu, f\rangle+\int v(d t) f(h(\mu)+t)
$$

Let $T$ be a stopping time of the filtration of $X$ and let $X_{t}^{(T)}=X_{T+t}-X_{T}$ for every $t \geq 0$. Recall that $\left(X_{t}^{(T)}\right)_{t \geq 0}$ has the same distribution as $\left(X_{t}\right)_{t \geq 0}$ by the strong Markov property of $X$. Set $I_{t}^{(T)}=\inf _{s \leq t} X_{s}^{(T)}$ for every $t \geq 0$, and let $\left(H_{t}^{(T)}\right)_{t \geq 0}$ and $\left(\rho_{t}^{(T)}\right)_{t \geq 0}$ be, respectively, the height process and the exploration process associated with $X^{(T)}$. According to formula (20) in [13], we have almost surely for every $t \geq 0$,

$$
\begin{equation*}
\rho_{T+t}=\left[k_{-I_{t}^{(T)}} \rho_{T}, \rho_{t}^{(T)}\right] . \tag{14}
\end{equation*}
$$

It follows that almost surely for every $t \geq 0$,

$$
\begin{equation*}
H_{T+t}-\inf _{s \in[T, T+t]} H_{s}=H_{t}^{(T)} \tag{15}
\end{equation*}
$$

(see [13], Lemma 1.4.5, for the case where $T$ is deterministic, but the derivation is the same in the general case).

The following result is a continuous analog of Proposition 1.7.
Proposition 4.1. The following holds almost surely. Let $s \geq 0$ be a jump time of $X$ and $t=\inf \left\{u>s ; X_{u}=X_{s-}\right\}$. Then:
(i) for every $u \in[s, t], H_{u} \geq H_{s}$ and $H_{u}=H_{s}$ if and only if $X_{u}=\inf _{[s, u]} X$;
(ii) for every $\alpha \in[0, s), \inf _{[\alpha, s]} H<H_{s}$;
(iii) for every $u \in(t, \infty), \inf _{[s, u]} H<H_{s}$.

Proof. Since the set of all jump times can be written as a countable collection of stopping times, it is sufficient to consider the case when $s=S$ is a stopping time, that is, also a jump time of $X$, and $t=T=\inf \left\{r \geq S ; X_{r}=X_{S-}\right\}$. By preceding observations, we know that $\rho_{S}\left(\left\{H_{S}\right\}\right)=\Delta X_{S}$.

Let us prove (i). From (14) applied to the stopping time $S$, we have $\rho_{S+r} \geq$ $k_{\Delta X_{S}} \rho_{S}$ for every $r \in[0, T-S]$ and, thus,

$$
H_{S+r}=\sup \left(\operatorname{supp} \rho_{S+r}\right) \geq \sup \left(\operatorname{supp} k_{\Delta X_{S}} \rho_{S}\right)=H_{S}
$$

Furthermore, for the same values of $r$, (14) shows that $H_{S+r}=H_{S}$ can only hold if $\rho_{r}^{(S)}=0$, which is equivalent $[\mathrm{by}(13)]$ to $X_{r}^{(S)}=I_{r}^{(S)}$. This completes the proof of (i).

To get (ii), we observe that we can always pick a rational $\beta \in(\alpha, S)$ such that $X_{\beta}<X_{S}$. By (15) applied to $T=\beta$,

$$
H_{S}-\inf _{r \in[\alpha, S]} H_{r} \geq H_{S}-\inf _{r \in[\beta, S]} H_{r}=H_{S-\beta}^{(\beta)}
$$

Since $X_{S}>X_{\beta}$, we have $\left\langle\rho_{S-\beta}^{(\beta)}, 1\right\rangle \geq X_{S-\beta}^{(\beta)}>0$ and, thus, $H_{S-\beta}^{(\beta)}>0$, completing the proof of (ii).

Finally, for every $\varepsilon>0$ set $T_{\varepsilon}=\inf \left\{r \geq S ; X_{r} \leq X_{S-}-\varepsilon\right\}$. By (14) we have $\rho_{T_{\varepsilon}}=k_{\Delta X_{s}+\varepsilon} \rho_{S}$ and $H_{T_{\varepsilon}}=\sup \left(\operatorname{supp} k_{\Delta X_{s}+\varepsilon} \rho_{S}\right)<H_{S}$ because $\rho_{S}\left(\left\{H_{S}\right\}\right)=\Delta X_{S}$. This completes the proof.

The following result will also be useful.
Proposition 4.2. The following holds almost surely for every choice of $0 \leq$ $s<t$ such that $H_{s}=H_{t}$ and $H_{u}>H_{s}$ for all $u \in(s, t)$. For every $\varepsilon \in(0,(t-s) / 2)$, there exist $s^{\prime} \in(s, s+\varepsilon)$ and $t^{\prime} \in(t-\varepsilon, t)$ such that $s^{\prime}<t^{\prime}$ and:
(i) $H$ does not attain a local minimum at $s^{\prime}$ or at $t^{\prime}$;
(ii) $H_{s^{\prime}}=H_{t^{\prime}}=\inf _{\left[s^{\prime}, t^{\prime}\right]} H$ and there exists $v \in\left(s^{\prime}, t^{\prime}\right)$ such that $H_{v}=H_{s^{\prime}}$.

Proof. We can assume that $\varepsilon<(t-s) / 4$. Set $m=\inf _{[s+\varepsilon, t-\varepsilon]} H$. By the continuity of $H$, there exists $\varepsilon^{\prime} \in(0, \varepsilon)$ such that $\sup _{\left[s, s+\varepsilon^{\prime}\right]} H<m$. Let $u \in(s, s+$ $\left.\varepsilon^{\prime}\right) \cap \mathbb{Q}$. We have

$$
\inf _{\left[u, s+\varepsilon^{\prime}\right]} H<H_{u}
$$

because it easily follows from formula (14) that $\inf _{[q, q+\delta]} H<H_{q}$ for every rational $q>0$ and every $\delta>0$, almost surely (the point is that the measure $\rho_{q}$ gives no mass to $\left\{H_{q}\right\}$, so that the supremum of the support of $k_{a} \rho_{q}$ will be strictly smaller than $H_{q}$, for every $a>0$ ).

Then let $v \in\left(u, s+\varepsilon^{\prime}\right]$ be such that $H_{v}=\inf _{\left[u, s+\varepsilon^{\prime}\right]} H$. Finally, set $s^{\prime}=\inf \{r \in$ [ $\left.\left.s, s+\varepsilon^{\prime}\right] ; H_{r}=H_{v}\right\}$ and $t^{\prime}=\sup \left\{r \in\left[s+\varepsilon^{\prime}, t\right] ; H_{r}=H_{v}\right\}$ so that $H$ does not attain a local minimum at $s^{\prime}$ or at $t^{\prime}$. By construction and using the continuity of $H$, we have

$$
s<s^{\prime} \leq u<v \leq s+\varepsilon<t-\varepsilon<t^{\prime}<t
$$

Since $H_{s^{\prime}}=H_{v}=H_{t^{\prime}}$, the proposition is proved.
4.2. The normalized excursion of the height process. Recall the notation of Section 2.1, where we have constructed the normalized excursion $X^{\mathrm{exc}}$ from the excursion of $X$ straddling 1 .

The normalized excursion of the height process, which is denoted by $H^{\text {exc }}$, is defined as follows. Set $\beta_{\varepsilon}=\theta /\left(\Gamma(2-\theta) \varepsilon^{\theta-1}\right)$. Using Proposition 2.1, one shows that there exists a continuous process $\left(H_{t}^{\text {exc }}\right)_{0 \leq t \leq 1}$, such that, for every $t$ belonging to a subset of $[0,1]$ of full Lebesgue measure,

$$
H_{t}^{\mathrm{exc}}=\lim _{\varepsilon \rightarrow 0} \frac{1}{\beta_{\varepsilon}} \operatorname{Card}\left\{u \in[0, t] ; X_{u-}^{\mathrm{exc}}<\inf _{[u, t]} X^{\mathrm{exc}}, \Delta X_{u}^{\mathrm{exc}}>\varepsilon\right\}
$$

See [12], Section 3, for details of the argument. This process $H^{\text {exc }}$ is called the normalized excursion of the height process. The pair ( $X^{\mathrm{exc}}, H^{\mathrm{exc}}$ ) can be constructed explicitly from the process $X$ via the formula

$$
\begin{equation*}
\left(X_{t}^{\mathrm{exc}}, H_{t}^{\mathrm{exc}}\right)_{0 \leq t \leq 1}=\left(\zeta_{1}^{-1 / \theta}\left(X_{\underline{g}_{1}+\zeta_{1} t}-X_{\underline{g}_{1}}\right), \zeta_{1}^{(1 / \theta)-1} H_{\underline{g}_{1}+\zeta_{1} t}\right)_{0 \leq t \leq 1} \tag{16}
\end{equation*}
$$

where we recall the notation $\underline{g}_{1}=\sup \left\{s \leq 1 ; X_{s}=I_{s}\right\}$ and $\zeta_{1}=\underline{g}_{1}-\inf \{s>$ $\left.1 ; X_{s}=I_{s}\right\}$.

REmARK 4.3. From formula (16), we see that the results of Propositions 4.1 and 4.2 remain valid if we replace $X$ with $X^{\text {exc }}$ and $H$ with $H^{\text {exc }}$. More precisely, we will use these results in the following form. Almost surely:
(1) Let $0 \leq s \leq 1$ be a jump time of $X^{\text {exc }}$ and $t=\inf \left\{u>s ; X_{u}^{\mathrm{exc}}=X_{s-}^{\mathrm{exc}}\right\}$. Then for $u \in[s, t], H_{u}^{\text {exc }} \geq H_{s}^{\text {exc }}$, and $H_{u}^{\text {exc }}=H_{s}^{\text {exc }}$ if and only if $X_{u}^{\text {exc }}=$ $\inf _{[s, u]} X^{\text {exc }}$. Moreover, if $0 \leq \alpha<s$, then $\inf _{[\alpha, s]} H^{\text {exc }}<H_{s}^{\text {exc }}$, and if $t<u \leq$ 1 , then $\inf _{[s, u]} H^{\text {exc }}<H_{s}^{\text {exc }}$
(2) For every choice of $0 \leq s<t \leq 1$, the conditions $H_{s}^{\mathrm{exc}}=H_{t}^{\mathrm{exc}}$ and $H_{u}^{\mathrm{exc}}>$ $H_{s}^{\text {exc }}$ for all $u \in(s, t)$ imply that for every $\varepsilon>0$ sufficiently small, there exist $s^{\prime} \in(s, s+\varepsilon)$ and $t^{\prime} \in(t-\varepsilon, t)$ such that:
(i) $H^{\text {exc }}$ does not attain a local minimum at $s^{\prime}$ or at $t^{\prime}$,
(ii) $\inf _{\left[s^{\prime}, t^{\prime}\right]} H^{\text {exc }}=H_{s^{\prime}}^{\text {exc }}=H_{t^{\prime}}^{\text {exc }}$ and there exists $u \in\left(s^{\prime}, t^{\prime}\right)$ such that $H_{u}^{\text {exc }}=$ $H_{s^{\prime}}^{\mathrm{exc}}=H_{t^{\prime}}^{\mathrm{exc}}$.

The main result of [12] states that if $\mathfrak{t}_{n}$ is a $G W_{\mu}$ tree conditioned on having total progeny $n$, the discrete height process $\left(H_{k}\left(\mathfrak{t}_{n}\right)\right)_{0 \leq k \leq n}$, appropriately rescaled, converges in distribution to $H^{\text {exc }}$. However, we will not use this fact.
4.3. Laminations coded by continuous functions. Let $g:[0,1] \rightarrow \mathbb{R}_{+}$be a continuous function such that $g(0)=g(1)=0$. We define a pseudo-distance on [ 0,1 ] by

$$
d_{g}(s, t)=g(s)-g(t)-2 \min _{r \in[s \wedge t, s \vee t]} g(r)
$$

for $s, t \in[0,1]$. The associated equivalence relation on $[0,1]$ is defined by setting $s \stackrel{g}{\sim} t$ if and only if $d_{g}(s, t)=0$ or, equivalently, $g(s)=g(t)=\min _{r \in[s \wedge t, s \vee t]} g(r)$ (in the special case $g=\mathbb{e}$, this equivalence relation was already used in Section 2).

The quotient set $T_{g}:=[0,1] / \stackrel{g}{\sim}$ equipped with the distance $d_{g}$ is an $\mathbb{R}$-tree, called the tree coded by the function $g$. We refer to $[14,16]$ for more information about $\mathbb{R}$-trees, which are natural generalizations of discrete trees, and their coding by functions.

For $s \in[0,1]$, we let $\operatorname{cl}_{g}(s)$ be the equivalence class of $s$ with respect to the equivalence relation $\stackrel{g}{\sim}$. Then, for $s, t \in[0,1]$, we set $s \stackrel{g}{\approx} t$ if at least one of the following two conditions holds:
$-s \stackrel{g}{\sim} t$ and $g(r)>g(s)$ for every $r \in(s \wedge t, s \vee t) ;$
$-s \stackrel{g}{\sim} t$ and $s \wedge t=\operatorname{mincl}_{g}(s), s \vee t=\max _{g}(s)$.
By [11], Proposition 2.5, the set

$$
\mathbf{L}(g):=\bigcup_{\substack{g \\ s \approx}}\left[e^{-2 \mathrm{i} \pi s}, e^{-2 \mathrm{i} \pi t}\right]
$$

is a geodesic lamination of $\overline{\mathbb{D}}$. Note that if $g=\mathbb{e}$, this coincides with the definition in Section 2, thanks to the fact that local minima of e are distinct.

In what follows we take $g=H^{\text {exc }}$ and write $\approx H^{H^{\mathrm{exc}}}$ rather than $H^{\text {exc }}$ for notational reasons.

Proposition 4.4. Almost surely, for every real number $u \in[0,1]$ such that
 Conversely, let $\alpha$ be a jump time of $X^{\mathrm{exc}}$ and $\beta=\inf \left\{r>\alpha ; X_{r}^{\mathrm{exc}}=X_{\alpha-}^{\mathrm{exc}}\right\}$. Then $\operatorname{Card}\left(\mathrm{cl}_{H} \operatorname{exc}(\alpha)\right)=\infty$, furthermore, $\operatorname{mincl}_{H^{\operatorname{exc}}}(\alpha)=\alpha$ and $\max \mathrm{cl}_{H}{ }^{\operatorname{exc}}(\alpha)=\beta$, so that, in particular, $\alpha \approx^{H^{\mathrm{exc}}} \beta$.

Proof. The first assertion is a consequence of Theorem 4.7 in [14] and the discussion following this statement. The fact that $\operatorname{Card}\left(\mathrm{cl}_{H^{\operatorname{exc}}}(\alpha)\right)=\infty$ if $\alpha$ is a jump time of $X^{\text {exc }}$ follows from [14], Theorem 4.6. Finally, let $\alpha$ be a jump time of $X^{\mathrm{exc}}$ and let $\beta=\inf \left\{r \geq \alpha ; X_{r}^{\mathrm{exc}}=X_{\alpha-}^{\mathrm{exc}}\right\}$. By the first part of Remark 4.3, we know that $H_{\alpha}^{\text {exc }}=\inf _{[\alpha, \beta]} H^{\text {exc }}=H_{\beta}^{\text {exc }}$ and that for any $\varepsilon>0$,

$$
\inf _{[\alpha-\varepsilon, \alpha]} H^{\mathrm{exc}}<H_{\alpha}^{\mathrm{exc}}, \quad \inf _{[\beta, \beta+\varepsilon]} H^{\mathrm{exc}}<H_{\beta}^{\mathrm{exc}}
$$

The desired result follows.

THEOREM 4.5. Almost surely, the relations $\simeq X^{\mathrm{exc}}$ and $\approx^{H^{\mathrm{exc}}}$ coincide. In particular,

$$
L\left(X^{\mathrm{exc}}\right)=\mathbf{L}\left(H^{\mathrm{exc}}\right) \quad \text { a.s. }
$$

Proof. We first observe that both relations $\simeq \chi^{\mathrm{exc}}$ and $\approx^{H^{\mathrm{exc}}}$ are closed, in the sense that their graphs are closed subsets of $[0,1]^{2}$. In the case of $\simeq^{X^{\mathrm{exc}}}$, this was already observed in the proof of Proposition 2.9. In the case of $\approx H^{\text {exc }}$, this is elementary (see [11], Section 2.3).

Let $s, t \in[0,1]$ such that $s<t$ and $s \simeq^{X^{\mathrm{exc}}} t$. From Proposition 2.14, we can write the pair ( $s, t$ ) as the limit of a sequence $\left(s_{n}, t_{n}\right)$ in $\mathcal{E}_{1}$ (of course, if $s$ is a jump time of $X^{\text {exc }}$, we take $s_{n}=s$ and $t_{n}=t$ for every $n$ ). However, Proposition 4.4 then implies that $s_{n} \approx^{H^{\text {exc }}} t_{n}$, for every $n$, and it follows that $s \approx^{H^{\mathrm{exc}}} t$.

Let us prove the converse. Let $(s, t)$ be such that $0 \leq s<t \leq 1$ and $s \approx^{H^{\mathrm{exc}}} t$. If $\operatorname{Card}\left(\mathrm{cl}_{\left.H^{\operatorname{exc}}(s)\right)} \geq 3\right.$, we must have $s=\min \operatorname{Card}\left(\mathrm{cl}_{\left.H^{\operatorname{exc}}(s)\right)}\right.$ and $t=$ $m a x \operatorname{Card}\left(\mathrm{cl}_{H^{\text {exc }}}(s)\right)$, so that Proposition 4.4 implies that the pair $(s, t)$ belongs to $\mathcal{E}_{1}$, and, in particular, $s \simeq^{X^{\mathrm{exc}}} t$. If $\operatorname{Card}\left(\mathrm{cl}_{H^{\operatorname{exc}}}(s)\right)=2$, then the second part of Remark 4.3 shows that $(s, t)$ is the limit of a sequence of pairs $s_{n}, t_{n}$ such that $s_{n} \approx H^{\text {exc }} t_{n}$ and $\operatorname{Card}\left(\mathrm{cl}_{H^{\text {exc }}}\left(s_{n}\right)\right) \geq 3$. We have then $s_{n} \simeq{ }^{X^{\mathrm{exc}}} t_{n}$ for every $n$ and $s \simeq \chi^{\mathrm{exc}} t$ since the relation $\simeq X^{\mathrm{exc}}$ is closed.

REMARK 4.6. In the discrete setting, the definition of the dissection $D(W(\tau))$ via formula (5) uses the times $s_{1}^{i}, \ldots, s_{k_{i}}^{i}$, which can be defined either from the Lukasiewicz path of $\tau$ as in Proposition 1.7(i) or from the discrete height process of $\tau$ as in part (ii) of the same proposition. In the continuous setting, we recover these two different points of view in the definition of the $\theta$-stable lamination as $L\left(X^{\mathrm{exc}}\right)$ or $\mathbf{L}\left(H^{\mathrm{exc}}\right)$.
5. The Hausdorff dimension of the stable lamination. In this section we determine the Hausdorff dimension of $L\left(X^{\mathrm{exc}}\right)$ and of some other random sets related to $L\left(X^{\text {exc }}\right)$. We refer the reader to [26] for background concerning Hausdorff and Minkowski dimensions.

THEOREM 5.1. Fix $\theta \in(1,2]$. Let $L\left(X^{\mathrm{exc}}\right)$ be the random lamination coded by the normalized excursion $X^{\mathrm{exc}}$ of the $\theta$-stable Lévy process and let $A$ stand for the set of all endpoints of chords in $L\left(X^{\mathrm{exc}}\right)$. Then

$$
\operatorname{dim}(A)=1-\frac{1}{\theta}, \quad \operatorname{dim}\left(L\left(X^{\mathrm{exc}}\right)\right)=2-\frac{1}{\theta}
$$

where $\operatorname{dim}(K)$ stands for the Hausdorff dimension of a subset $K$ of $\mathbb{C}$. Furthermore, if $1<\theta<2$, then a.s. for every face $V$ of $L\left(X^{\mathrm{exc}}\right)$,

$$
\operatorname{dim}\left(\bar{V} \cap \mathbb{S}^{1}\right)=\frac{1}{\theta}
$$

REMARK 5.2. In the case $\theta=2$, the results of the theorem are already known; See [1] for a sketch of the argument and [25] for a detailed proof. We thus restrict our attention to $\theta \in(1,2)$. We follow the idea of the proof of [25] but a different argument is needed because of the existence of jump times.

It will be convenient to identify the interval $[0,1)$ with $\mathbb{S}_{1}$ via the mapping $x \mapsto e^{-2 \mathrm{i} \pi x}$. The set $A$ of the theorem is the set of all $x \in \mathbb{S}^{1}$ such that there exists $y \in \mathbb{S}^{1}$ with $y \neq x$ and $x \simeq^{X^{\text {exc }}} y$. We also let $\mathcal{I}$ be the set of all (ordered) pairs $(I, J)$, where $I$ and $J$ are two disjoint closed subarcs of $\mathbb{S}_{1}$ with nonempty interior and rational endpoints. If $(I, J) \in \mathcal{I}$, we denote by $A^{(I, J)}$ the set of all $x \in I$ such that $x \simeq^{X^{\text {exc }}} y$ for some $y \in J$. In particular,

$$
A=\bigcup_{(I, J) \in \mathcal{I}} A^{(I, J)}
$$

In the following, $\underline{\operatorname{dim}}_{M}(B)$ and $\operatorname{dim}_{M}(B)$ will denote, respectively, the lower and the upper Minkowski dimensions of a set $B$ (see [26] for definitions). In order to compute Hausdorff and Minkowski dimensions, the following proposition will be useful.

Proposition 5.3. Almost surely, for every $t>0$, the set $\left\{0 \leq s \leq t ; S_{s}=\right.$ $\left.X_{s}\right\}$ has Hausdorff dimension and upper Minkowski dimension equal to $1-1 / \theta$, and the set $\left\{0 \leq s \leq t ; I_{s}=X_{s}\right\}$ has Hausdorff dimension and upper Minkowski dimension equal to $1 / \theta$.

Proof. Recall that if ( $\tau_{t}, t \geq 0$ ) is a stable subordinator of parameter $\rho \in$ $(0,1)$, then, almost surely, for all $t>0$, the Hausdorff dimension and the upper Minkowski dimension of $\left\{\tau_{s} ; 0 \leq s \leq t\right\}$, or of the closure of this set, is equal to $\rho$ (see, e.g., [5], Theorem 5.1, Corollary 5.3). Let $L=\left(L_{t}, t \geq 0\right)$ stand for a local time of $S-X$ at 0 , and let $L^{-1}$ be the right-continuous inverse of $L$. Since $X$ has only positive jumps, the set $\left\{0 \leq s<t ; S_{s}=X_{s}\right\}$ is closed. By [4], Lemma VIII.1, $L^{-1}$ is a subordinator of index $1-1 / \theta$ and by [4], Proposition IV.7, $\left\{0 \leq s<t ; S_{s}=X_{s}\right\}$ coincides with the closure of $\left\{L_{s}^{-1} ; 0 \leq s<L_{t}\right\}$. As $L_{t}>0$ almost surely, the first assertion of the proposition follows. The proof of the second assertion is similar, noting that $-I$ is a local time at 0 for $X-I$ and that the right-continuous inverse of $-I$ is a stable subordinator of index $1 / \theta$, again by [4], Lemma VIII.1.

LEMMA 5.4. For $a \in(0,1]$, set $\widehat{F}_{a}:=\left\{u \in(0, a) ; X_{u-}^{\mathrm{exc}} \leq \inf _{[u, a]} X^{\mathrm{exc}}\right\}$. Almost surely, for every jump time a of $X^{\mathrm{exc}}$ in $(0,1)$ we have

$$
\begin{equation*}
\operatorname{dim}\left(\widehat{F}_{a}\right)=\overline{\operatorname{dim}}_{M}\left(\widehat{F}_{a}\right)=1-\frac{1}{\theta} \tag{17}
\end{equation*}
$$

Informally, if one identifies the interval [0,1] with the circle $\mathbb{S}_{1}$ by using the map $x \rightarrow e^{-2 \mathrm{i} \pi x}$, the set $\widehat{F}_{a}$ corresponds to endpoints in $(0, a)$ of chords that connect a point of $(0, a)$ to a point of $(a, 1)$.

Proof of Lemma 5.4. We first consider an analog of $\widehat{F}_{a}$ where $X^{\text {exc }}$ is replaced by the Lévy process $X$. Precisely, for every $a>0$, we set

$$
\widetilde{F}_{a}:=\left\{u \in(0, a) ; X_{u-} \leq \inf _{[u, a]} X\right\} .
$$

Note that, under the condition $X_{a}>I_{a}, \widetilde{F}_{a}$ is contained in the (closure of the) excursion interval of $X-I$ that straddles $a$. Thanks to this observation and to the connection between $X^{\text {exc }}$ and $X$ given by Proposition 2.1, the result of the lemma will follow if we can verify that

$$
\begin{equation*}
\operatorname{dim}\left(\widetilde{F}_{a}\right)=\overline{\operatorname{dim}}_{M}\left(\widetilde{F}_{a}\right)=1-\frac{1}{\theta} \tag{18}
\end{equation*}
$$

for every jump time $a$ of $X$ [note that if $X^{\text {exc }}$ is given by the formula of Proposition 2.1, the jump times of $X^{\text {exc }}$ exactly correspond to jump times of $X$ over $\left.\left(\underline{g}_{1}, \underline{d}_{1}\right)\right]$. Let $K>0$ and consider only jump times that are bounded above by $K$. The desired result for such jump times follows by considering the process $X$ timereversed at time $K$ and using the strong Markov property together with Proposition 5.3.

Proof of Theorem 5.1. We first prove the last assertion of the theorem. By Proposition 3.10, a face $V$ of $L\left(X^{\text {exc }}\right)$ is associated to a jump time $s$ of $X^{\text {exc }}$, and we set $t=\inf \left\{r>s: X_{r}^{\text {exc }}=X_{s-}^{\text {exc }}\right\}$. Let the intervals $\left(\alpha_{i}, \beta_{i}\right), i \geq 1$ be defined as in the proof of Proposition 3.10. Then, it easily follows from (12) that

$$
\bar{V} \cap \mathbb{S}^{1}=[s, t] \backslash \bigcup_{i=1}^{\infty}\left(\alpha_{i}, \beta_{i}\right)=\left\{r \in[s, t] ; X_{r}^{\mathrm{exc}}=\inf _{[s, r]} X^{\mathrm{exc}}\right\},
$$

where we recall that $\mathbb{S}^{1}$ is identified with $[0,1)$. The calculation of $\operatorname{dim}\left(\bar{V} \cap \mathbb{S}^{1}\right)$ now follows from the second assertion of Proposition 5.3, using also Proposition 2.1.

Let us turn to the first part of the theorem. We follow the ideas of the proof of the analogous result in [25]. We will prove that

$$
\begin{equation*}
\operatorname{dim}(A)=1-1 / \theta, \quad \overline{\operatorname{dim}}_{M}\left(A^{(I, J)}\right) \leq 1-1 / \theta \tag{19}
\end{equation*}
$$

for every $(I, J) \in \mathcal{I}$, a.s. If (19) holds, then

$$
\begin{aligned}
{\underset{\operatorname{dim}}{M}}\left(A^{(I, J)} \cup A^{(J, I)}\right) & \leq \overline{\operatorname{dim}}_{M}\left(A^{(I, J)} \cup A^{(J, I)}\right) \\
& =\max \left(\overline{\operatorname{dim}}_{M}\left(A^{(I, J)}\right), \overline{\operatorname{dim}}_{M}\left(A^{(J, I)}\right)\right) \\
& \leq \operatorname{dim}(A),
\end{aligned}
$$

and then the same argument as in Proposition 2.3 of [25] entails that

$$
\operatorname{dim}\left(L\left(X^{\mathrm{exc}}\right)\right)=1+\operatorname{dim}(A)=2-1 / \theta
$$

It remains to establish (19). In order to verify that

$$
\overline{\operatorname{dim}}_{M}\left(A^{(I, J)}\right) \leq 1-1 / \theta
$$

for every $(I, J) \in \mathcal{I}$, we need only consider the case $I=[u, v], J=\left[u^{\prime}, v^{\prime}\right]$ with $0 \leq u^{\prime}<v^{\prime} \leq 1,0 \leq u<v \leq 1$ (if one of the subarcs $I$ or $J$ contains 0 as an interior point, partition it into two subarcs whose interior does not contain 0). Since the relations $\simeq X^{\mathrm{exc}}$ and $\approx^{H^{\mathrm{exc}}}$ coincide, the time-reversal invariance property of $H^{\text {exc }}$ (see [13], Corollary 3.1.6) allows us to restrict to the case $0 \leq u<v<u^{\prime}<$ $v^{\prime} \leq 1$. Choose a jump time $a$ of $X^{\text {exc }}$ such that $v<a<u^{\prime}$ and observe that $\widehat{F}_{a} \subset A$ and $A^{(I, J)} \subset \widehat{F}_{a}$, with the notation of Lemma 5.4. Hence, by the latter lemma, $\overline{\operatorname{dim}}_{M}\left(A^{(I, J)}\right) \leq \overline{\operatorname{dim}}_{M}\left(\widehat{F}_{a}\right)=1-1 / \theta$. Lemma 5.4 and the property $\widehat{F}_{a} \subset A$ also give $1-1 / \theta \leq \operatorname{dim} A$. We have then

$$
1-\frac{1}{\theta} \leq \operatorname{dim} A \leq \overline{\operatorname{dim}}_{M}(A) \leq \max _{(I, J) \in \mathcal{I}} \overline{\operatorname{dim}}_{M}\left(A^{(I, J)}\right) \leq 1-\frac{1}{\theta} .
$$

In particular, $\operatorname{dim} A=1-1 / \theta$ and (19) holds. This completes the proof.
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